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This study examines the information literacy (IL) skills of higher education 
students in using AI-generated content. Using the DigComp 2.2 framework, a 
descriptive quantitative approach was applied through a validated 40-item 
survey completed by 444 students from private universities in three major 
urban areas in the Philippines. The results indicate high levels of IL skills 
across all dimensions, with mean scores of 3.79 for browsing, 3.78 for 
searching, 3.76 for filtering, and 3.83 for evaluating digital content. The 
findings suggest that students value the efficiency, personalization, and 
credibility support offered by AI tools while remaining aware of potential 
risks such as bias and misinformation. A main limitation of the study is its 
focus on private universities, where better digital infrastructure and access 
to AI technologies may have contributed to higher results. The study 
emphasizes the need to include AI-related competencies in information 
literacy programs and recommends further research in more diverse 
educational settings. 
 

Keywords: 
Information literacy 
Artificial intelligence 
Higher education 
Digital skills 
AI-generated content 

© 2025 The Authors. Published by IASE. This is an open access article under the CC 
BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/). 

 

1. Introduction 

*Enabled by the development and increased use of 
artificial intelligence (AI) systems that collect, 
process, and react to data in ways that stimulate 
human intelligence, information systems have 
become increasingly automated, adaptive, 
personalized, and easy to use (Elliott, 2019). For 
decades, continuing technological progress has been 
transforming how people live, work, and learn 
(Tiernan et al., 2023). It is within this context that 
information literacy features prominently in policy 
documentation and educational literature, all of 
which recognize it as an essential skill for critical 
engagement with information in the 21st century.  

Information literacy, a core competency in higher 
education, enables students to locate, evaluate, and 
use information responsibly, a skill that has become 
even more critical with the rise of generative AI tools 
like ChatGPT, DeepSeek, Gemini, etc. (Akakpo, 2024). 
While traditionally focused on human-generated 
content, information literacy now demands the 
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ability to assess the credibility, validity, and ethical 
implications of AI-generated information. As digital 
transformation accelerates, students must develop 
the critical skills necessary to engage with both 
traditional and AI-generated sources to uphold 
academic integrity and make informed decisions in 
scholarly and professional contexts. 

Higher education students in the world are facing 
a strong wave of digital transformation and 
information literacy as a central competence in the 
current digital age (Guo and Huang, 2021). The skill 
to identify books in a library through a stack of well-
arranged volumes in large halls is giving way to the 
use of keywords in search engines and lately, 
interaction with generative AI systems (Popenici and 
Kerr, 2017; Qadir, 2023).  

Despite the vast literature on information 
literacy, however, in the context of information 
literacy in the use of generative AI among higher 
education students remains scarce (Adarkwah et al., 
2023). While AI tools are increasingly used by 
students to support academic tasks, there remains a 
critical research gap in understanding how this 
reliance affects the development of core information 
literacy skills (Wilkes et al., 2015). Specifically, there 
is limited empirical evidence on how students 
engage in browsing, searching, filtering, and 
evaluating AI-generated content (Zhai et al., 2024). 

Exploring the following factors of DigComp2.2, 
namely browsing, searching, filtering, and evaluating 
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AI-generated content, is essential in understanding 
information literacy within AI-mediated 
environments (van Audenhove et al., 2024). As 
artificial intelligence increasingly determines how 
information is accessed, ranked, and presented, 
users must develop the ability to navigate algorithm-
driven systems, refine queries, and critically assess 
the credibility and accuracy of content (Sundar, 
2020). These skills are crucial for identifying 
misinformation, recognizing algorithmic bias, and 
ensuring the ethical use of AI outputs (Wineburg and 
McGrew, 2019). Studying these factors supports the 
design of targeted literacy programs that equip 
individuals to engage responsibly and effectively 
with AI-generated content in both academic and 
real-world contexts (Almatrafi et al., 2024). 

Thus, this study aimed to examine the extent of 
information literacy skills among higher education 
students in relation to the growing influence of AI-
generated content. It aspires to provide insights into 
how AI impacts students’ critical engagement with 
information, thereby contributing to the broader 
discourse on information literacy development in 
the age of artificial intelligence. 

2. Literature survey 

Information Literacy (IL) has become an 
increasingly valuable skill in today’s world. With the 
rapid advancements in technology and the ever-
changing landscape of information, the ability to 
critically evaluate and effectively utilize information 
is more important than ever. In a world where 
information is abundant and easily accessible 
through libraries, digital media, and the internet, the 
issue of the authenticity, accuracy, and reliability of 
information has become a growing concern. 

Information literacy (IL) plays a pivotal role in 
academic, professional, and personal settings 
(Kozikoglu and Onur, 2019). Moreover, IL skills are 
requisite for research in higher education, decision-
making in the workplace, and navigating everyday 
choices at home (Martzoukou et al., 2020; Al-Azri et 
al., 2025). These skills rest on five foundational 
pillars: Recognizing information needs, locating and 
accessing information, evaluating information 
sources, integrating information, and using 
information responsibly. However, with the rapidly 
changing role of Artificial Intelligence (AI) in the 
creation and accessibility of information, the skills 
needed by students to navigate their information 
ecosystem evolve beyond the traditional realms of 
IL. Students, even at a rudimentary level of IL, are 
faced with added complexity in differentiating 
between what is credible and what is not, more so 
for AI-generated content (Falloon, 2020). 

AI models can generate content that sounds 
accurate but may be factually incorrect, known as 
hallucination or misinformation. It may also produce 
false references and sources, adding to the issue of 
misinformation (Benzie and Montasari, 2022). 
Several studies have noted the trend of overreliance 
on AI tools by students, who tend to believe AI-

generated information is inherently correct or 
unbiased (Vieriu and Petrea, 2025). Although it is 
assumed that higher IL will help people deal with 
false information, studies have found a lack of strong 
evidence for this notion (Jones-Jang et al., 2021), 
which is a further indication of a gap in IL instruction 
in AI-related contexts. 

The increased AI application for academic work 
also highlights IL-related ethical concerns. Students 
might incorporate AI-generated content without 
proper attribution, raising issues of academic 
dishonesty (Qadir, 2023). Moreover, broader 
concerns related to algorithmic bias, data privacy, 
and equitable access to AI tools must be considered 
and addressed. In addition, the responsible use of AI 
in information production, dissemination, and 
citation practices is emerging as a new component of 
IL instruction (Khalifa and Albadawy, 2024). As 
digital literacy evolves to include values like 
responsibility, sustainability, and safety, the new 
frameworks, such as DigComp 2.2, also include an 
ethics and sustainability component. 

AI tools like search engines and recommendation 
systems often work through a “black box” of 
algorithms that can perpetuate or create bias (Nazer 
et al., 2023). Students might only receive information 
that reinforces their beliefs instead of seeing diverse 
content (Newstead et al., 2023). Understanding these 
algorithms and questioning the data is important for 
students to have a robust understanding of 
information literacy (Seymoens et al., 2020). 

Lack of transparency is another ethical issue in AI 
systems (Balasubramaniam et al., 2023). It is usually 
hard or impossible for users to see the reasoning 
behind an AI’s decision. Solyst et al. (2024) showed 
that the perception of transparency is a significant 
predictor of how credible AI-generated information 
is considered by users. Communicating information 
is also a core component of information literacy 
(Yamaguchi et al., 2025). In AI, this would mean 
clearly presenting information from AI systems and 
explaining their limits so that the generated content 
is received and understood within the intended 
scope. 

Recent investigations into the influence of AI on 
learning outcomes have utilized a review 
methodology called Preferred Reporting Items for 
Systematic Reviews and Meta-Analyses to examine 
topics such as student attitudes, ethical 
considerations, and educational impacts (Almasri, 
2024). Chatikobo and Pasipamire (2024) gathered 
data via focus group discussions about students' 
perspectives on AI and utilized a mixed-methods 
design of survey and case study to assess the 
preparedness of individuals to employ AI in the 
context of information literacy instruction. These 
studies have aided in the understanding of this 
phenomenon, but they typically either focus on 
technological implications or general educational 
impacts. 

Based on the existing literature, the current study 
addresses a specific gap that has not been fully 
explored: The application of core information 
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literacy (IL) competencies—particularly browsing, 
searching, filtering, and evaluating—in the context of 
AI-generated content. While previous research has 
emphasized the importance of IL in general 
academic, professional, and personal domains 
(Mughari et al., 2025) and acknowledged the ethical 
and cognitive challenges brought about by AI, most 
studies either focus on broad information literacy 
themes or student perceptions of AI in education 
(Slimi et al., 2025). Existing studies do not 
empirically assess how students operate IL skills 
when interacting specifically with AI-curated or AI-
generated information. Furthermore, many IL 
models currently in use were developed before the 
emergence of generative AI and do not account for 
the influence of opaque algorithms on how 
information is ranked and presented (Carroll and 
Borycz, 2024; Chaudhuri and Terrones, 2025). In 
contrast, the current study investigates how higher 
education students apply foundational IL processes, 
such as browsing, searching, and filtering content 
shaped by AI systems, and how they evaluate the 
credibility and accuracy of AI-generated content. By 
focusing on actual student engagement with AI-
generated information, this study contributes 
empirical evidence needed to inform the revision of 
IL instruction and framework development tailored 
for AI-mediated contexts. 

3. Methodology  

3.1. Research design 

This study employed a descriptive quantitative 
research design to determine the level of 
information literacy skills among higher education 
students in engaging with AI-generated content. The 
study was guided by the Digital Competence 
Framework (DigComp 2.2), focusing specifically on 
two core areas: (1) Browsing, Searching, and 
Filtering Data, and (2) Evaluating Information and 
Digital Content (van Audenhove et al., 2024). These 
dimensions served as the analytical framework for 
assessing students’ competencies in locating, 
verifying, and critically engaging with AI-generated 
content. 

Data were gathered with the use of a structured 
survey questionnaire informed by the DigComp 2.2 
indicators. The responses enabled measurement of 
students' self-reported practices and proficiencies 
with regard to information literacy in relation to the 
use of AI-generated materials. The instrument was 
designed to enable an in-depth exploration of the 
current information literacy skills of students in 
higher education. 

3.2. Study respondents 

This descriptive study involved a random sample 
of 444 private university students in three major 
urbanized areas in the Philippines. All students in 
the sample were given an orientation of the study in 

which they were made aware of the study's 
procedures, the benefits, and the potential risks 
involved with the research. The participants all gave 
their consent to take part in the study, explicitly and 
with full understanding. 

3.3. Research instrument 

The survey instrument was a researcher-made 
questionnaire consisting of 40 items. The 20 items 
measuring browsing, searching, and filtering were 
categorized as: 6 items measuring browsing, 5 items 
measuring searching, 9 items measuring filtering, 
and 20 items measuring evaluating. To guarantee the 
quality of the items, the questionnaire underwent 
validation by subject matter experts. Furthermore, 
its reliability was assessed through testing with 30 
non-respondents from a non-participating higher 
education institution, resulting in Cronbach's alpha 
values of 0.846 for browsing, searching, and filtering 
data using AI and 0.821 for evaluating information 
and digital content. The survey instrument employed 
a 5-point Likert scale, encompassing response 
options of very low (1.00-1.50), low (1.51-2.50), 
moderate (2.51-3.50), high (3.51-4.50), and very 
high (4.51-5.00). The scale was strategically chosen 
to gauge the participants' perceived satisfaction with 
the library services and resources under 
investigation.  

4. Results 

4.1. Browsing, searching, and filtering data using 
AI 

Table 1 shows that higher education students 
demonstrate high information literacy skills when 
browsing AI-generated content, with a mean score of 
3.79 and a standard deviation of 0.76. This reflects 
moderate variability in responses, indicating general 
agreement with slight differences among 
participants. For searching using AI, students also 
exhibit a high level of information literacy, with a 
mean score of 3.78 and a standard deviation of 0.78. 
This underscores broad agreement with some 
variability in perceptions. On filtering, students again 
report a high level of literacy, with a mean score of 
3.76 and a standard deviation of 0.77. The 
consistency of responses indicates that students 
share similar views on the role of AI in filtering 
information. 

The findings reveal that students recognize AI’s 
influence on digital information environments, 
particularly in browsing tasks. They value efficiency 
and personalization through features such as 
autocomplete, recommendation systems, and result 
customization (Gerlich, 2025). This reflects 
alignment with previous studies in Arab States 
emphasizing convenience and accessibility (Mattar 
et al., 2022). Consistent with earlier work by Schilke 
and Reimann (2025), there is evidence that students 
may overestimate their ability to critically assess AI 
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outputs (Oliveira et al., 2025), particularly regarding 
algorithmic bias and personalization effects 
(Ekström et al., 2022). While students report 
awareness of AI’s role, they appear less attuned to 
issues of sponsored content, echo chambers 
(Dwivedi et al., 2023), and content manipulation in 
search results. 

In searching, the high mean score indicates that 
students see AI as improving search accuracy and 
content discovery. They acknowledge the role of 
algorithms in ranking results, though their limited 
awareness of algorithmic constraints indicates a 
need for deeper critical evaluation. The findings also 
suggest growing use of advanced search techniques 
(Lowe et al., 2020). These results reinforce earlier 
calls for embedding strategic search instruction 

within higher education (Gross et al., 2018). With 
respect to filtering, the results confirm that students 
see AI as useful for assessing credibility and 
distinguishing between human- and AI-generated 
content (Santos, 2023; Suppadungsuk et al., 2023). 
At the same time, they recognize risks associated 
with AI optimization for engagement rather than 
accuracy, including bias, misinformation, and 
clickbait (Al-Zahrani, 2024). This dual perception, 
trust in AI tools coupled with awareness of their 
limitations, suggests that students are developing a 
balanced view. It also reflects the epistemological 
concerns raised in current scholarship (Archambault 
et al., 2024). The implication is that critical 
engagement with AI filtering must remain central to 
information literacy education. 

 
Table 1: Browsing, searching, and filtering data using AI 

Browsing Mean SD Interpretation 
AI adjusts search results based on my past browsing behavior. 3.80 0.80 High 

AI personalizes search results through recommendation systems. 3.87 0.76 High 
AI distinguishes between sponsored and organic search results. 3.65 0.77 High 

AI tools (e.g., ChatGPT) assist me in retrieving relevant information and should be transparent 
about how search results are generated. 

3.90 0.77 High 

AI exposes me to a range of perspectives to avoid filter bubbles. 3.73 0.73 High 
AI suggests autocompleting options that can influence my search behavior. 3.76 0.75 High 

Total 3.79 0.76 High 
Searching 

AI helps me effectively locate content. 3.85 0.76 High 
AI uses advanced search techniques (e.g., Boolean operators, filters) to refine results. 3.61 0.83 High 

AI ranks and prioritizes search results based on algorithms. 3.84 0.76 High 
AI allows me to cross-check information using multiple sources or databases. 3.76 0.76 High 

AI improves accuracy when I use specific or targeted keywords. 3.84 0.78 High 
Total 3.78 0.78 High 

Filtering 
AI distinguishes between human-created and AI-generated content. 3.89 0.76 High 

AI can produce results that may contain bias or misinformation. 3.75 0.75 High 
AI helps me filter search results to find credible or peer-reviewed sources. 3.68 0.77 High 

AI supports the evaluation of search result reliability. 3.88 0.74 High 
AI may optimize search results for engagement rather than factual accuracy. 3.82 0.73 High 

AI-generated content may include clickbait or sensational headlines. 3.66 0.79 High 
AI-generated search results may reflect commercial or political influences. 3.62 0.80 High 

AI can reinforce existing biases in search results. 3.70 0.79 High 
AI presents results that I must assess for accuracy and credibility, and these tools should clearly 

disclose their sources to support transparent evaluation. 
3.86 0.78 High 

Total 3.76 0.77 High 
SD: Standard deviation 

 

4.2. Evaluating information and digital content 

Table 2 shows that students reported a relatively 
high level of confidence in evaluating information 
and digital content, with a mean score of 3.83 and a 
standard deviation of 0.77. This indicates that, on 
average, they believe they are capable of critically 
assessing AI-generated outputs, verifying the 
accuracy of sources, and addressing ethical 
considerations when engaging with AI-generated 
material. However, the standard deviation suggests 
variability across respondents, pointing to uneven 
mastery of specific skills. 

These findings suggest that students believe they 
are capable of critically assessing AI outputs, 
identifying misinformation, verifying sources, and 
considering ethical implications when engaging with 
AI-generated digital content (Chan and Hu, 2023). 
This perception aligns with the DigComp 2.2 
framework, which underscores the importance of 
equipping individuals with the skills to locate, 

evaluate, and manage digital information effectively 
in technologically mediated environments. 
Moreover, students perceive themselves as 
competent in managing AI-generated content, which 
emphasizes critical evaluation and ethical use of 
digital information. Students’ recognition of the need 
for human scrutiny of AI results, as well as their 
value for transparency in source attribution, 
highlights a degree of critical awareness 
(Werdiningsih et al., 2024; Fiedler and Döpke, 2025). 
This shows that students are not entirely passive 
consumers of AI outputs but are attentive to issues 
of reliability and accountability (Lim and Schmälzle, 
2024; Resnik and Hosseini, 2025). 

The results also reinforce arguments that 
information literacy today extends beyond 
traditional skills to include understanding the nature 
of algorithmic content production and its 
implications (Lo, 2024). Students’ perceptions 
converge with recent research showing that higher 
education learners are increasingly conscious of the 
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digital contexts in which their academic and 
professional work is situated (Slimi, 2023). The 
inclusion of AI literacy components in university 
curricula further underscores the timeliness of these 
findings (Southworth et al., 2023). 

Furthermore, self-reported confidence should be 
interpreted with caution. Prior studies demonstrate 
that users often overestimate their ability to identify 
misinformation or disinformation, particularly when 

such content is well-structured and linguistically 
fluent (McGrew et al., 2018). Even students with 
advanced literacy skills may struggle to detect 
fabricated references, manipulated content, or subtle 
ethical concerns embedded in AI outputs (Dwivedi et 
al., 2023; Park et al., 2024; Spearing et al., 2025). 
Limited understanding of how AI systems generate, 
remix, and frame information can lead to 
unrecognized ethical risks (Mumtaz et al., 2025). 

 
Table 2: Evaluating information and digital content 

Evaluating Mean SD Interpretation 
I critically assess the credibility of AI-generated content before using it. 3.97 0.74 High 

I compare AI-generated information with multiple reliable human-written sources. 3.92 0.77 High 
I recognize the limitations of AI in generating fact-based content. 3.92 0.76 High 

I can identify misinformation, bias, or fabricated content in AI-generated texts. 3.75 0.75 High 
I evaluate whether an AI-generated article cites credible sources. 3.77 0.77 High 

I can determine if AI-generated content is opinion-based or supported by evidence. 3.79 0.76 High 
I fact-check AI-generated summaries before incorporating them into research or decision-making. 3.87 0.76 High 

I analyze the consistency of AI-generated content across different sources and platforms. 3.79 0.74 High 
I am aware that AI-generated content may contain outdated or inaccurate information. 3.88 0.79 High 
I ensure that AI-generated content aligns with current and verified data before using it. 3.88 0.74 High 

I can identify when AI-generated content lacks citations or verifiable sources. 3.71 0.79 High 
I assess whether AI-generated content presents a balanced perspective or reflects biases. 3.73 0.75 High 

I verify AI-generated news articles with independent fact-checking sources. 3.76 0.76 High 
I am aware that AI-generated content can be manipulated, and I rely on transparent labeling and 

sourcing to help identify misleading content. 
3.85 0.80 High 

I recognize when AI-generated digital content is plagiarized or lacks originality. 3.70 0.79 High 
I understand how AI-generated images and videos can be altered to misrepresent reality. 3.87 0.80 High 

I differentiate between AI-generated content meant for general knowledge and content requiring 
expert validation. 

3.80 0.76 High 

I take steps to ensure that the AI-generated content I use is accurate, credible, and aligned with 
ethical information practices, including transparency about the content’s origin, purpose, and 

creation process. 
3.86 0.75 High 

I educate myself on responsible use of AI-generated content in academic and professional 
settings. 

3.93 0.80 High 

I critically reflect on the impact of AI-generated content on knowledge formation and decision-
making. 

3.86 0.83 High 

Total 3.83 0.77 High 

 

5. Conclusion 

The high levels of information literacy skills of 
the students are indicative of their growing capacity 
to navigate AI-mediated information environments 
with confidence and adaptability. This serves as a 
resounding acknowledgment that students are 
increasingly adapting to digital ecosystems where AI 
functions as a mediator of information access and 
knowledge construction. Their reported competence 
highlights not only a functional understanding of 
digital search and evaluation but also an emerging 
awareness of the added value that AI brings to 
information-seeking processes.  

Students’ information literacy levels illustrate 
their recognition of AI’s capacity to enhance 
efficiency by streamlining searches through 
autocomplete and predictive algorithms, to support 
personalization by tailoring recommendations to 
individual needs, and to improve credibility 
assessment by offering structured cues that help 
distinguish between reliable and questionable 
information. These perceptions indicate that 
students are positioning AI as a supportive partner 
in the information-seeking process, integrating its 
features into their existing literacy practices rather 
than viewing it as a replacement for human 
judgment. 

The study affirms that students perceive AI as a 
tool that complements and extends their information 
literacy practices, creating a bridge between 
traditional competencies and the evolving demands 
of algorithmically mediated knowledge systems. This 
underscores the need to reconceptualize information 
literacy education so that it not only reinforces 
foundational skills but also develops the capacity to 
critically interrogate the functions, benefits, and 
limitations of AI in shaping how information is 
produced, organized, and accessed. 

The findings of this study should be interpreted 
within their contextual limitations, as it was 
conducted in private universities located in urban 
areas where students have greater access to digital 
infrastructure and AI technologies, which may have 
contributed to their higher information literacy 
scores. Such results may not fully represent the 
experiences of students in rural or less-resourced 
institutions. Nonetheless, the study underscores the 
urgent need for higher education institutions, 
particularly academic libraries, to update and 
expand information literacy programs to address the 
challenges posed by AI-generated content. Core 
components of these programs must integrate AI-
related competencies, such as understanding 
algorithmic processes, evaluating ethical 
implications, and applying effective source 
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verification techniques, with frameworks like 
DigComp 2.2 providing a strong foundation for 
curriculum development.  

Future research should include student 
populations from diverse educational contexts and 
refine assessment instruments to strengthen the 
validity, reliability, and generalizability of findings in 
the context of AI-mediated information literacy. 
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