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Arabic linguistics covers various areas such as morphology, syntax, 
semantics, historical linguistics, applied linguistics, pragmatics, and 
computational linguistics. The Arabic language presents major challenges for 
natural language processing (NLP) due to its complex morphological and 
semantic structure. In text classification tasks, effective feature selection is 
essential, and word embedding techniques have recently proven successful 
in representing textual data in a continuous vector space, capturing both 
semantic and morphological relationships. This study introduces a new, 
balanced Arabic text dataset for classification and examines the performance 
of combining word embedding models (Word2Vec, GloVe, and fastText) with 
a Support Vector Machine (SVM) classifier. The approach converts dense 
vector representations of Arabic text into single-value features for SVM 
input. Experimental results show that this method significantly outperforms 
the benchmark Term Frequency–Inverse Document Frequency (TF-IDF) 
approach, offering more accurate and reliable classification by effectively 
capturing Arabic contextual information. 
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1. Introduction 

*The Arabic language has recently emerged as one 
of the predominant areas of research in the field of 
natural language processing (NLP) (Darwish et al., 
2021). This increasing consideration of NLP research 
interest is due to the rapid increase in digital textual 
data available in Arabic. Moreover, it is one of the 
most widely spoken languages globally because of its 
importance and position among Muslims, owing to 
the holy Quran. Many techniques and tools are being 
developed and explored to fortify the position of 
Arabic NLP as a medium of communication and 
automated supportive tools to process large volumes 
of textual data. One of the main aspects of NLP is 
Arabic text classification or categorization 
(Elarnaoty and Farghaly, 2018). This process 
involves the automatic assignment of each document 
to its predefined label or class based on the content. 
The benefits of text classification are crucial for 
various applications, including document 
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automation (Sebastiani, 2002), large text filtering 
(Labani et al., 2018), sentiment analysis (Alayba et 
al., 2018), spam detection (Ahmed et al., 2018), 
abuse identification (Chou et al., 2008), topic 
modeling (Neogi et al., 2020), dialect identification 
(Altamimi and Teahan, 2019), and information 
retrieval (Khan et al., 2018), among various other 
uses.  

In supervised learning (Cunningham et al., 2008), 
text classification is performed by converting text 
into numerical values using various text feature 
extraction methods. Subsequently, these features are 
input into an algorithm for training classification 
purposes, which assigns each document to its 
corresponding category (Alayba, 2019). The 
discerning and interpretation of the context of the 
text present unique challenges in computational 
techniques, mainly due to the complexity of the 
linguistic structures, the diversity of morphology, 
and the varying forms of a single word. Therefore, 
effective feature extraction that captures semantic 
details and a robust machine learning algorithm are 
essential components of successful document 
categorization. Text feature extraction is the 
intermediary layer between raw text data and the 
classifier, ensuring that the text is appropriately 
represented for machine learning algorithms. 

This paper proposes a novel, largest balanced 
Arabic dataset comprising 90,000 articles for 
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classification tasks and a state-of-the-art model for 
Arabic text classification. This dataset is derived 
from existing literature (Altamimi and Alayba, 2023), 
adhering to specific criteria for selecting articles to 
construct a dataset of nine categories, each category 
comprising 10,000 articles. In addition, the proposed 
model amalgamates word embedding techniques 
(Selva Birunda and Kanniga Devi, 2021) and Support 
Vector Machine (SVM). The efficacy of the model is 
derived from the durability of word embedding 
techniques (Khanal et al., 2020) as well as the 
classification capabilities of SVM (Trafalis and 
Gilbert, 2007). Different word embedding 
approaches have varying advantages depending on 
the technique used. For example, Word2Vec 
effectively captures semantic information (Le and 
Mikolov, 2014; Mikolov et al., 2013), the GloVe 
algorithm considers both local context and global 
statistical information (Pennington et al., 2014), and 
fastText effectively handles subwords for 
morphological information (Bojanowski et al., 2017). 
We adopt vectors from word embedding models 
suitable for Arabic text and apply them to the SVM 
algorithm using a singular numeric value, such as 
mean, median (Bickel, 2003), maximum, and 
minimum. Moreover, many studies have proved the 
efficiency of the SVM algorithm in classification 
techniques (Trafalis and Gilbert, 2007), owing to its 
advantages, such as efficiency in high-dimensional 
spaces (Ghaddar and Naoum-Sawaya, 2018), 
robustness to overfitting (Han and Jiang, 2014), and 
a strong theoretical foundation (Wang, 2005). 
Furthermore, we compare the results of our 
proposed model with those of the word embedding 
models proposed in Alayba and Palade (2022). 

The rest of the sections are structured as follows. 
Section 2 reviews all related studies on Arabic 
datasets and the field of Arabic text classification. In 
Section 3, a novel Arabic text classification dataset is 
proposed, and the method of collecting the data is 
illustrated in detail. Section 4 elaborates on the 
proposed model for text classification using word 
embedding techniques in combination with the SVM 
algorithm. The classification results acquired from 
over 70 experiments using the proposed model are 
discussed and compared in Section 5. A discussion of 
error analysis in the experiments with some case 
examples is detailed in Section 6. Section 7 presents 
the overall conclusions of the study and future work. 

2. Literature survey 

The English, French, and Spanish languages have 
been extensively explored for NLP in general and 
specifically for text classification. This review will 
focus on recent studies that discuss text 
classification for the Arabic language and explore the 
contributions of Arabic resources and corpora. 

The initial methodologies for text classification 
have primarily focused on machine learning 
algorithms. A text classification system specifically 
designed for Arabic documents uses SVM and the 
chi-square technique for feature selection (Al-Harbi 

et al., 2008). This system processed a dataset 
comprising 1,445 Arabic online newspaper articles 
categorized into nine classes. It achieved the best 
results with an F1-measure of 90%, outperforming 
Naïve Bayes (NB) and K-Nearest Neighbors (KNN), 
which yielded 84% and 72% of F1-measure, 
respectively. Similarly, another method used SVM 
and C5.0 to investigate seven diverse Arabic corpora 
(Al-Harbi et al., 2008). The C5.0 classifier yielded the 
highest classification performance and an accuracy 
of 78%. A Naïve Bayes classifier for Arabic document 
classification was proposed in Noaman et al. (2010), 
and an experiment conducted on 300 documents 
classified into 10 categories achieved a classification 
accuracy of 62.23%. A comparative study examined 
KNN and SVM for Arabic text classification, using a 
corpus of news articles for training and testing. The 
SVM model yielded superior predictive performance 
(Hmeidi et al., 2008). 

Furthermore, deep learning techniques for text 
classification were explored using the Term 
Frequency-Inverse Document Frequency (TF-IDF) 
method in conjunction with a convolutional neural 
network (CNN). This study conducted an experiment 
using 111,728 documents and achieved an accuracy 
of 92.94%. Alhawarat and Aseeri (2020) proposed a 
deep learning model called SATCDM, which 
combines word embedding with a Convolutional 
Neural Network (CNN), achieving classification 
accuracy ranging from 97.58% to 99.90%. Their 
experiments were conducted on a collection of news 
articles from various sources, including Abuaiadah, 
Al Jazeera, Al Watan, Al Khaleej, OSAC, BBC, CNN, 
NADA, Arabia, Khaleej, and Akhbarona. Rifai et al. 
(2021) performed a multi-label text classification 
approach for Arabic news articles collected from ten 
different Arabic websites. They evaluated several 
models, including Logistic Regression, XGBoost, CNN, 
and a hybrid CNN-LSTM model. The Convolutional 
Neural Network (CNN) achieved the best 
performance, with an accuracy of 94.21%, 
surpassing all other classifiers tested in the study. In 
addition, deep learning models using CNN and 
word2vec were employed to generate vectors for 
words, yielding improved classification accuracy 
(Abou Khachfeh et al., 2021). The performance of the 
classifier model was observed to improve with 
increasing dataset size.  

Recently, Setu et al. (2024) presented a novel 
approach to improving Arabic news article 
classification by incorporating transformer-based 
models with data augmentation techniques. 
Specifically, the Bidirectional Encoder 
Representations from Transformers (AraBERT). The 
proposed model achieved 98% accuracy, addressing 
challenges associated with imbalanced Arabic 
classification. Furthermore, Akhadam and Ayyad 
(2024) compared various machine learning and deep 
learning techniques for Arabic text classification, 
such as Logistic Regression, Stochastic Gradient 
Descent (SGD), CNN, Bag of Words (BOW), and Term 
Frequency-Inverse Document Frequency (TF-IDF) 
representations. Their experiments, performed on 
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the Al-Khaleej dataset, demonstrated that CNN 
models, particularly with word-level representation, 
achieved superior accuracy, reaching 97%. 

With respect to contributions to Arabic 
resources, the study by Abdelali et al. (2005) 
presents a dataset that compiles approximately 100 
articles every day from 11 Arabic publications, 
namely Ahram, Alraialaam, Alwatan, Aps, Assafir, 
Jazirah, Aorocco, Petra, Raya, Teshreen, and 
Uruklink,. This dataset focused on the MSA text 
extracted from online newspapers across various 
Arab countries to support researchers in machine 
translation, information retrieval, and other tasks 
related to Arabic language processing. Similarly, the 
Corpus of Contemporary Arabic (CCA) featured a 
diverse collection of online written texts 
encompassing arts, fiction, business, and science, 
complemented by spoken content sourced from 
radio and TV. This corpus contains over 1 million 
words and was specifically developed as a resource 
for learning Arabic as a foreign language and for 
related research tasks (Al-Sulaiti and Atwell, 2006). 
In addition, the International Corpus of Arabic (ICA) 
proposed 80 million words from an extensive variety 
of newspapers, all written in MSA (Alansary and 
Nagi, 2014). This corpus aims to collect articles from 
different sources such as newspapers, magazines, 
novels, books, online articles, and academic 
publications. Furthermore, the Open-Source Arabic 
Corpora (OSAC) was created by compiling 
approximately 18 million words across 22,429 
articles gathered from various newswire websites, 
such as CNN and BBC, covering a wide array of topics 
including economics, education, astronomy, religion, 
sports, law, stories, health, and cooking recipes (Saad 
and Ashour, 2010). 

Some Arabic text corpora mainly contain dialectal 
content. For example, the Khaleej corpus includes 
5,120 articles divided into four categories: sports, 
local news, international news, and economy. 
Likewise, the Alwatan corpus contains 20,291 
articles across six categories: religion, sports, 
culture, economy, international news, and local 
news. By contrast, the BBC and CNN corpora are 
dominated by Modern Standard Arabic (MSA). The 
BBC corpus consists of 4,763 articles classified into 
six categories: Arab news, world news, technology, 
sports, economics, and mixed topics. The CNN corpus 
follows a similar structure, with 5,070 articles 
divided into Arab news, world news, technology, 
economics, sports, and entertainment. 

A more recent corpus comprised 720,000 articles 
from several Arabic news portals, covering eight 
categories: sport, art, health, economy, accidents, 
sciences, politics, and culture (Abou Khachfeh et al., 
2021). Furthermore, the Single-labeled Arabic News 
Articles Dataset (SANAD) corpus contains 194,922 
articles sourced from three new websites: 
Akhbarona, AlArabiya, and AlKhaleej (Einea et al., 
2019). The articles are divided into seven categories: 
politics, culture, religion, medicine, sports, 
technology, and finance. Numerous Arabic 
researchers have developed Arabic corpora and 

performed experiments using various algorithms. 
However, most existing Arabic corpora are limited in 
size, often contain redundant articles, and exhibit 
class imbalances, considerably hindering 
classification accuracy (Abou Khachfeh et al., 2021). 
The following section discusses the proposed Arabic 
News Article Classification Dataset (ANACD) 
designed to address these challenges. 

3. Arabic news article classification dataset 
(ANACD) 

The proposed balanced dataset contains 90,000 
Arabic news articles derived from the ANAD corpus 
(Altamimi and Alayba, 2023). The original ANAD 
includes over half a million Arabic articles sourced 
from 12 different Arab news resources and classified 
into 10 categories: sport, politics, economy, 
technology, local, art, car, health, tourism, and 
entertainment. The proposed ANACD is designed 
mainly for Arabic text classification tasks. It 
comprises all categories of ANAD except 
entertainment, with more than 10,000 articles in 
each category. To the best of our knowledge, ANACD 
is the most comprehensive and well-balanced 
dataset available for Arabic text classification tasks. 
Therefore, for the new classification dataset, a target 
of 10,000 articles per category was set. The following 
criteria were established to construct the dataset for 
classification purposes: 

All articles should maintain an analogous length, 
with each article ranging from 1 KB to 5 KB. 
However, due to a shortfall in the number of articles 
in the tourism category, the range was modified to 
be from 0.8 KB to 6 KB. 

The title of each article must satisfy two 
requirements: it should consist of at least three 
words and contain a minimum of fifteen characters. 

Considering the diverse writing styles of different 
newspapers for each category, an analysis was 
conducted after counting the articles that met the 
first two requirements. This was achieved by 
building a matrix and using statistical data to ensure 
a balanced distribution of articles among the 
categories and newspapers. For example, only three 
newspapers contain the politics category: Alarabiya, 
Alwatan, and BBC. The BBC has the fewest articles, 
totaling 216, all of which have been incorporated 
into ANACD. To achieve the target of 10,000 articles 
per category, an additional 9,784 articles are 
required, which are divided equally between 
Alarabiya and Alwatan. Table 1 indicates the average 
number of words per category for each dataset. Fig. 
1 shows the statistical details for the distribution of 
articles among the newspapers and categories in 
ANACD. 

All articles were randomly generated after setting 
the target number for each category with a specific 
newspaper. The naming convention of the text (txt) 
files follows two parts: "the name of the newspaper _ 
the name of the txt file in ANAD" (Altamimi and 
Alayba, 2023). The dataset is provided in two 
different formats. The first format consists of nine 
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dictionaries representing the categories, with each 
dictionary containing 10,000 text files.  

The second format is a csv file that contains six 
columns: the first column denotes the category or 
the class; the second denotes the length of the title, 
which is the number of characters in the article title, 

including spaces; the third column is the number of 
tokens in the title, which is the number of words 
separated by a space; the fourth column is the title of 
the articles; the fifth is the text or the body of the 
article; and the last column comprises the name of 
the text file.  

 
Table 1: Distribution of articles per category and the average number of words per category for ANACD 

Category 
Number of 

articles 
Average count of words in 

titles/articles 
Average count of words in 

text/articles 
Average count words in combined (title 

and text)/articles 
Art 10000 8.6796 221.6867 230.3663 
Car 10000 11.2001 194.7877 205.9878 

Economy 10000 8.8938 216.9192 225.8130 
Health 10000 8.1783 251.2082 259.3865 
Local 10000 8.8380 188.3252 197.1632 

Politics 10000 8.0228 221.7924 229.8152 
Sport 10000 7.7955 189.7017 197.4972 

Technology 10000 8.4327 238.8482 247.2809 
Tourism 10000 9.3156 246.2350 255.5506 

 

 
Fig. 1: Distribution of articles among the categories and newspapers in ANACD 

 

The original ANACD dataset contains 20,488,357 
words, including 937,333 unique words. In addition, 
another CSV file is prepared, where Arabic text 
preprocessing is applied to both the titles and the 
main text. This preprocessing includes removing 
punctuation, stop words, Arabic diacritics, non-
Arabic characters, and digits, as well as normalizing 
Arabic characters. After cleaning and filtering, the 
processed ANACD dataset contains 16,744,274 
words, of which 408,169 are unique.  

4. Proposed Arabic text classification model  

This section presents the various algorithms and 
methodologies employed in our experiments, 
detailing the components and configurations used in 
the proposed Arabic text classification model. 

4.1. SVM 

SVM is one of the most powerful machine 
learning algorithms. This supervised learning 
algorithm is commonly applicable for classification 

and regression tasks. It separates the datasets into 
classes by identifying the optimal separator 
hyperplane in a high-dimensional space. Moreover, it 
increases the margin between various points of the 
classes in the datasets, while the support vectors of 
the data points converge toward the hyperplane. The 
algorithm also supports different kernel functions, 
such as polynomial, sigmoid, Gaussian, linear, and 
non-linear (Ben-Hur and Weston, 2010; Alsaleem, 
2011). 

4.2. TF-IDF 

TF-IDF serves as a method for text feature 
representation as a numeric value; it is applied in 
text mining and information retrieval tasks. It 
determines the statistical measurements of each 
word in a text in relation to the remaining words in 
the text. The weight assigned to each word is derived 
from a combination of term frequency (TF) and 
inverse document frequency (IDF), where TF is the 
appearance frequency of the word in the text and 
IDF denotes the reduction in the weight of words 
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that appear with high frequency in the rest of the 
text. Therefore, a word with a low appearance 
frequency is assigned a higher weight, thereby 
identifying the uniqueness of the word in the text 
(Manning et al., 2008; Aizawa, 2003). 

4.3. Word embedding  

Word embedding is another technique for 
representing words as vectors of numeric values. 
This technique captures the semantic relationships 
between words by considering their contextual 
meaning. It maps words into a high-dimensional 
space where similar semantic words are positioned 
closer together and represented by adjacent vectors. 
These vectors are generated using an unsupervised 
learning technique, which uses neural networks or 
other statistical techniques along with large text 
corpora, to identify contextual relationships and 
word co-occurrences. Consequently, the technique 
represents the similarity between words based on 
the used corpora, which makes it an essential 
technique in NLP research and tasks. Many word 
embedding models exist, including Word2Vec 
(Mikolov et al., 2013), Glove (Pennington et al., 
2014), fastText (Bojanowski et al., 2017), BERT 
(Devlin et al., 2019), ELMO (Peters et al., 2018), 
ULMFit (Howard and Ruder, 2018), and 
Transformer- XL (Joulin et al., 2017). This paper will 
focus on Word2Vec (Mikolov et al., 2013), Glove 
(Pennington et al., 2014), fastText (Bojanowski et al., 
2017), and briefly describe them in the following 
subsections. 

4.3.1. Word2Vec 

Word2Vec is a popular word embedding 
technique proposed by Mikolov et al. (2013). It 
comprises two main models: Continuous Bag of 
Words (CBOW) and Skip-gram (SG). The CBOW 
model predicts a target word from its neighboring 
context words within a specified window. This 
process involves three phases: the input layer, the 
hidden layer, and the output layer. The input layer 
considers the context of the word provided by the 
surrounding words. The hidden layer estimates the 
input words through a weight matrix, which is 
transmitted to the output layer.  

The last step connects the output with the target 
word, which enhances word representation through 
error gradient backpropagation. In contrast, the SG 
model predicts the context words based on a 
specified target word. This process involves three 
phases: the input layer connected to the target word 
and the output layer that corresponds to the context. 
This model aims to estimate the context based on a 
given word, as opposed to the CBOW technique.  

The final step of this model involves correlating 
the output with each word in the context to modify 
the representation through back propagation. 
Word2Vec generates vectors for all words in the 
corpus, where semantically similar words are 
positioned closer in the vector space. Its 

effectiveness and widespread application in the field 
of NLP tasks are due to its ability to capture complex 
linguistic features (Mikolov et al., 2013). 

4.3.2. GloVe 

GloVe, which stands for Global Vectors for Word 
Representation, is another word embedding 
technique developed by a group of researchers from 
Stanford University led by Pennington et al. (2014). 
This technique generates word vectors through two 
primary steps. First, it aggregates global co-
occurrence statistics of words from a large corpus to 
capture semantic meanings. Subsequently, it 
performs logarithmic factorization of the co-
occurrence matrix to derive word vectors. Therefore, 
the dot product of the two vectors corresponds to 
the logarithm of the probability of their co-
occurrence. This model efficiently integrates the 
advantages of matrix factorization techniques with 
local context, resulting in effective semantic word 
representations (Pennington et al., 2014). 

4.3.3. fastText 

fastText is another word embedding model that is 
an extension of Word2Vec, developed by Facebook's 
AI Research (FAIR) team, led by Bojanowski et al. 
(2017). In contrast to Word2Vec, fastText considers 
words as bags of n-gram characters when inputting 
data into a neural network. This model efficiently 
identifies the morphological information of words by 
generating vectors for the sub-words through the 
summation of the n-gram embedding vectors, which 
together represent the whole word vector. fastText 
operates using the same two models and 
mechanisms as those of Word2Vec, namely CBOW 
and SG.  

The process involves two main phases: First, each 
word is converted into a set of n-gram characters. 
Subsequently, procedures like those in Word2Vec's 
CBOW or SG are applied to learn embeddings by 
predicting context or words from these n-grams. 
This technique is effective in capturing 
morphological information, especially in rich 
languages (Bojanowski et al., 2017; Joulin et al., 
2017). 

4.4. BERT 

It stands for Bidirectional Encoder 
Representations from Transformers, and it was 
introduced to enable bidirectional deep learning of 
language through transformer-based architecture 
(Devlin et al., 2019). It initiated an NLP revolution by 
considering a deep understanding of context from 
both directions simultaneously. It has a sufficient 
positive impact on a variety of language tasks, such 
as sentiment analysis, question answering, and other 
tasks. AreBERT is one of the transformer-based 
architectures pre-trained on a large Arabic corpus 
(Antoun et al., 2020). It has been trained on two 
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large Arabic corpora, namely the 1.5 billion words 
Arabic Corpus (El-khair, 2016) and OSIAN: the Open-
Source International Arabic News Corpus (Zeroual et 
al., 2019). AraBERT handles the complex 
morphology and syntactic in the Arabic language, 
and it has shown outperforming in Arabic NLP tasks 
compared to traditional word embeddings. 

We exploit the capabilities of word embedding 
models for text feature extraction and the robustness 
of the SVM classifier. Fig. 2 illustrates the proposed 
model for Arabic text classification. In Fig. 2, "Text 
Row" data represents the filtered dataset used in the 
model. "Single Article" indicates the three 
approaches used in this study. These approaches 
focus on three distinct text inputs: the titles of the 
articles, the body texts of the articles, and a 
combination of both titles and body texts. "Text 
Feature Extraction" in Fig. 2 shows the proposed 
novel technique for extracting Arabic text features. 
We utilized word embedding models for Arabic text 
introduced in Alayba and Palade (2022), namely the 
Word2Vec CBOW model (W2V CBOW), Word2Vec SG 
model (W2V SG) (Mikolov et al., 2013), fastText SG 
model (fastText SG) (Bojanowski et al., 2017), and 
GloVe (Pennington et al., 2014). Each model was 
assessed using all three different vector sizes 
proposed in Alayba and Palade (2022). Furthermore, 

it is necessary to represent a vector using a single 
representative value that roughly characterizes the 
entire vector. Therefore, we applied various 
statistical measurements, including central tendency 
(mean, median, or mode) (Bickel, 2003), as well as 
the maximum and minimum values and standard 
deviation. The proposed methods for transforming a 
set of vectors into a single distinct value were tested; 
only two methods, i.e., mean and median, were 
acceptable, while the others were rejected due to 
inadequate feature representation. The eliminated 
techniques had considerably low classification 
accuracy because different words shared identical 
feature values. 

"Text Feature Representation" in Fig. 2 reflects 
the mean or median values of the corresponding 
vectors in different word embedding models for each 
word in the Single Article. Finally, "SVM Classifier" 
specifies the SVM classifier used in this study, 
utilizing the Scikit Learn tool with a linear kernel to 
avoid overfitting while maintaining computational 
efficiency.  

The classifier is trained on a part of the data and 
tested on the remaining part to evaluate the learning 
performance of the SVM model. The classifier 
automatically assembles the test data into one of the 
nine categories of ANACD. 

 

Word embedding models (Word2Vec, 
GloVe, FastText)

word1                       
word2                     

... 
wordN                     

Text Raw Data
____________
____________ SVM Classifier

Art
____________
____________

Car
____________
____________

Tourism
____________
____________

Text Feature Extraction

Get the word 
vectors

Convert the 
requested word 

vectors into a 
single value 

(Mean or 
Median) Technology

____________
____________

........
.......
........
.......

A single Article
Text Feature 

Representation

 
Fig. 2: A novel model for Arabic text feature extraction using word embedding approaches with SVM for Arabic text 

classification 
 

Algorithm 1 describes in detail the classification 
process for ANACD. We apply the algorithms 
multiple times based on the following categories: 

 
• Datasets (article title only, article body only, and 

combined full article title and body) 
• Word embedding models (W2V CBOW, W2V SG, 

fastText SG, and GloVe) 
• Word embedding vector sizes (100, 200, and 300) 
• Corresponding single value of the vector (mean 

and median) 
 
In total, 72 experiments were carried out using 

this algorithm, and the results are shown in Table 2 

in the following section. For the dataset category, we 
modified the step "Extract columns" in Algorithm 1. 
We also adjusted the Word Embedding models and 
the vector sizes in the step "Load Pre-trained Word 
Embedding." The final change concerned the 
calculation of the mean or median, where we 
modified the method used in the steps "Compute 
mean vector v" and "Compute median vector v."  

5. Experiments and results  

This study proposed a feature extraction 
mechanism for Arabic text. It utilizes advanced text 
representation models of word embedding 
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techniques and the robustness of the SVM classifier. 
The classification performance of Algorithm 1 was 
evaluated using the accuracy of the classifier 
(Aizawa, 2003), applying the cross-validation 
technique. Five-fold cross-validation was performed 
for all the experiments in this study, which divides 
the dataset into five parts (K); four out of the five 
parts were used for training, and the remaining part 
was used for validating the SVM classifier.  

This process is iterated five times, ensuring that 
the validation parts are different in each iteration. 
One objective was to evaluate the practical accuracy 
of the classification model's performance. In 
addition, this approach can evaluate the quality of a 
fitted model and the consistency of its text features. 

Subsequently, the average accuracy of the five-fold 
cross-validation for each technique was calculated 
and is presented in Table 2. The accuracy was 
calculated using Eq. 1, followed by Eq. 2, for 
calculating the five-fold accuracy. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑘 =  
1

𝑛𝑘
 ∑ 1( 𝑦𝑖 =  𝑦̂𝑖  )

 𝑛𝑘
 𝑖=1                      (1) 

 
where, 𝑛𝑘 is the number of articles in the test set in 
fold 𝑘; 𝑦𝑖  is the true label for the 𝑖-th article; 𝑦̂𝑖   is the 
predicted label for the 𝑖-th article; 1 (condition) 
represents an indicator function, which takes the 
value of 1 if the specified condition is true,  and 0 
otherwise. 

 

Algorithm 1: Classifying ANACD 

Load Dataset: 
Load CSV file D 
Extract columns T=D[text] and L=D[label] 
Load Pre-trained Word Embedding Model: 
Load Pre-trained Word Embedding model WE 
Feature Extraction: 
Define function get_meanORmedian_WE(P, WE, k): 
If ∣P∣=0: 
Return zero vector 0k  

Compute mean vector v = 
1

|𝑃|
 ∑ 𝑊𝐸[𝜔]𝜔𝜖𝑃∩𝑊𝐸  OR compute median vector v 

Return v 
Convert each 𝜌 𝜖 𝑃T to feature vector X using get_meanORmedian_WE (𝜌, WE, k) 
K-Fold Cross-Validation: 
Define K-fold cross-validation with p\l/ folds 
For each fold 𝑖 in 1 to K 

Split X and L into training set (𝑋𝑡𝑟𝑎𝑖𝑛
(𝑖)

 , 𝐿𝑡𝑟𝑎𝑖𝑛
(𝑖)

)and validation set (𝑋𝑣𝑎𝑙
(𝑖)

 , 𝐿𝑣𝑎𝑙
(𝑖)

) 

Train SVM Classifier: 

Initialise SVM classifier SVM(𝑖) 

Train SVM(𝑖)on (𝑋𝑡𝑟𝑎𝑖𝑛
(𝑖)

 , 𝐿𝑡𝑟𝑎𝑖𝑛
(𝑖)

) 

Evaluate Classifier: 

Predict labels 𝐿𝑣𝑎𝑙
(𝑖)

 for 𝑋𝑣𝑎𝑙
(𝑖)

 using SVM(𝑖) 

Calculate accuracy Ai of 𝐿𝑣𝑎𝑙
(𝑖)

 

Compute average accuracy from all K folds (Ai ) 
Display Accuracy and classification report 

 

For each fold k (where k = 1, 2, 3, 4, 5), we use 
fold k as the test set and the remaining four folds as 
the training set. Subsequently, we calculate the 
overall cross-validation accuracy as the average 
accuracy across all five folds for a multi-class 
classification problem with nine labels, as follows: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑐𝑣 =  
1

5
 ∑ ( 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑘  ) 5

 𝑘=1                     (2) 

 
Before conducting the experiments using the 

proposed model, we used basic TF-IDF with SVM 
algorithms. The results for the three datasets (i.e., 
title only, body only, and combined title and body) 
were 0.7503, 0.8774, and 0.8783, respectively, as 
shown in Table 2. Table 2 also presents the 
performance of the SVM classifiers for the three 
datasets in comparison with those of different text 
feature extraction techniques. Fig. 3 illustrates the 
classification accuracy for the three datasets in 
comparison with that achieved using different text 
feature extraction techniques. The proposed model 

exhibited superior classification performance 
compared to the basic TF-IDF method. 

Table 2 and Fig. 3 show that the classification 
accuracy for all three datasets (Title, Body, and 
Combined Title and Body) increased as the text 
length grew. The Title dataset alone provided limited 
textual features, resulting in higher semantic 
ambiguity. In contrast, the Body and Combined 
datasets offered richer context, which improved 
classification performance compared to the Title 
dataset. 

The lowest performance across all datasets was 
observed when using smaller word embedding 
vector sizes, confirming their limitations in capturing 
deep semantic features. In contrast, 300-dimensional 
embeddings consistently outperformed other sizes 
across the models, as they provided richer input 
representations. 

The results also showed that using the mean for 
feature extraction consistently produced higher 
accuracy than using the median, suggesting that the 
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mean better preserves semantic information. The 
best classification performance among the three 
datasets (highlighted in bold and underlined in Table 

2) was achieved with the W2V SG word embedding 
model, a 300-dimensional vector size, and mean-
based feature extraction. 

 

  

  
Fig. 3: Comparison of classification accuracy of the proposed model with different word embedding models 

 
Table 2: Comparison of the classification accuracy of the proposed model and different word embedding techniques using 

varying word embedding sizes and mean and median values for three dataset categories 
Classifier model Title Text Combined 

BasicTFIDF 0.7503 0.8774 0.8783 
AraBERT 0.8804 0.9212 0.9268 

W2V CBOW 

Mean 
100 0.8221 0.889 0.8992 
200 0.8404 0.8973 0.8998 
300 0.8468 0.9003 0.9023 

Median 
100 0.8007 0.8788 0.896 
200 0.8243 0.8874 0.8926 
300 0.8362 0.8933 0.896 

W2V SG 

Mean 
100 0.8374 0.8943 0.8965 
200 0.8547 0.9006 0.9046 
300 0.8591 0.9042 0.9077 

Median 
100 0.8129 0.8821 0.8874 
200 0.833 0.8963 0.9002 
300 0.8418 0.9003 0.9031 

fastText SG 

Mean 
100 0.8414 0.8944 0.8981 
200 0.8537 0.9018 0.9045 
300 0.8579 0.9042 0.9077 

Median 
100 0.8159 0.8892 0.8921 
200 0.8378 0.8921 0.8982 
300 0.8431 0.9006 0.9044 

GloVe 

Mean 
100 0.8207 0.8899 0.8937 
200 0.8383 0.8993 0.9017 
300 0.8421 0.9021 0.9057 

Median 
100 0.795 0.8796 0.8844 
200 0.8173 0.8895 0.8941 
300 0.8229 0.8961 0.8991 

The optimal classification performance among the three datasets, indicated in bold and underlined 
 

The highest classification accuracies, 0.9042 and 
0.9077, were achieved for the Body and Combined 
datasets using the fastText SG and W2V SG models, 
respectively, with a 300-dimensional vector size and 
mean-based extraction. These findings demonstrate 
the effectiveness of high-dimensional embeddings 
and show that combining title and body text leads to 
stronger Arabic text classification. They also indicate 
that such methods can serve as practical alternatives 
to transformer-based models in resource-limited 
settings. 

Considering the state-of-the-art advancements in 
natural language processing, we selected AraBERT 

(Antoun et al., 2020) as a representative model 
specifically tailored for the Arabic language. The 
results obtained using AraBERT outperformed those 
of our proposed model, which is expected given 
AraBERT’s advanced architecture and extensive 
pretraining. In comparison, our best-performing 
results were achieved using traditional word 
embedding techniques such as fastText SG and W2V 
SG. However, it is important to note that the 
proposed model used a pre-trained word embedding 
based on one corpus, which is the 1.5 billion words 
Arabic Corpus (El-khair, 2016), while the AraBERT 
(Antoun et al., 2020) was pre-trained on both 
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corpora, which are the 1.5 billion words Arabic 
Corpus (El-khair, 2016) and OSIAN: the Open Source 
International Arabic News Corpus (Zeroual et al., 
2019). Furthermore, the presented model achieved 
competitive results within significantly less 
computational time. 

6. Error analysis 

We investigated the efficiency of our proposed 
classification model by conducting a study including 
an error analysis of some inputs. Due to the large 
number of experiments in this paper of our proposed 
model, we considered applying this analysis only to 
high-performance models, which are the meaning of 
W2V SG and fastText SG.  

Although the model performs a high level of 
accuracy in many cases, we involved only incorrectly 
classified instances for Arabic news articles in this 
section.  The procedures of analyzing misclassified 
Arabic news articles are comparing the predicted 
category with the actual one, then analyzing the 
occurrences of the misclassification. We observed 
that many error patterns in the cases were due to 
vocabulary overlapping, short, ambiguous titles in 
the Title experiments, or the absence of contextual 
information. Tables 3-5 reveal examples of 
incorrectly classified inputs of Arabic newspapers 
from the three different datasets. The input text in 
both Tables 4-5 was abridged to show the text 
feature that has an impact on the classification. to 

highlight the textual features that influenced the 
classification decision. Table 3 provides examples of 
two misclassified Arabic news titles. In the W2V SG 
300 model, one title was incorrectly classified as 
Politics due to the presence of keywords such as “US 
court” and “parole,” which are commonly linked to 
political news.  

However, the actual focus of the title was on the 
circumstances of a singer’s parole, which belongs to 
the Art domain. In the fastText SG 300 model, 
another title about launching a digital travel pass 
was misclassified as Technology. This error was 
likely caused by overlapping terms such as “app” and 
“Apple,” even though the correct category was 
Tourism. 

Table 4 presents two examples of 
misclassification based on the body of Arabic news. 
In the W2V SG 300 model, a news item about 
registering the Farasan Islands in the UNESCO MAB 
program, which belongs to the Art category, was 
incorrectly classified as Local. This error may be due 
to the presence of geographical terms that leaned the 
model toward the Local category. In the fastText SG 
300 model, a report on the achievement of the Saudi 
team in the International Mathematical Olympiad, 
which should be classified as Local, was incorrectly 
predicted as Sport. This misclassification likely 
resulted from lexical similarities to sports-related 
content, such as references to medals, Olympiad, and 
teams, which misled the model. 

 
Table 3: A case study for error analysis using the Title dataset with both models (W2V SG 300 and fastText SG 300) of the 

mean technique 
The classifier 

model 
The input text 

Actual 
category 

Predicted 
category 

W2V SG 300 
Mean 

*A US court allows singer Chris Brown to travel while he remains on parole… Art Politics 

fastText SG 300 
Mean 

*IATA's Digital Travel Pass app launches mid-April on Apple... Tourism Technology 

*: Original text was in Arabic; translated into English for publication 

 
Table 4: A case study for error analysis using the Text dataset with both models (W2V SG 300 and fastText SG 300) of the 

mean technique 
The classifier 

model 
The input text 

Actual 
category 

Predicted 
category 

W2V SG 300 
Mean 

*The National Commission for Education, Culture and Science and the Saudi Heritage 
Preservation Society “Turathuna” announced the registration of the Farasan Islands 

Reserve in the Man and the Biosphere (MAB) Programme,... 
Art Local 

fastText SG 300 
Mean 

*Saudi Arabia has achieved a new accomplishment in the International Mathematics 
Olympiad with the Saudi team winning one silver medal and two bronze... 

Local Sport 

*: Original text was in Arabic; translated into English for publication 

 

Table 5 outlines instances of two misclassified 
based on both the title and the body of Arabic news. 
In W2V SG 300, the text is about the closure of the 
airport during COVID period which correlated to 
Tourism. Nevertheless, the term related to “low-
cost” and suspension of airport operations during 
the pandemic possibly misled the model toward 
Economic implications.  

In fastText SG 300, the article contains details 
about Sports news linked to victory in Formula One, 
but it was predicted A Car. This might be because 
cars are central to Formula One competitions, as well 
as the existence of domain-specific terms like 

“Mercedes” or “driver” might have an impact 
indication of misclassification. 

7. Conclusions and future work 

This study introduced a novel dataset for Arabic 
text classification. It is distinguished due to the 
largest well-balanced Arabic dataset, containing nine 
categories, namely tourism, economy, car, 
technology, art, health, sport, local, and politics, with 
each category comprising 10,000 articles. The 
quality of the dataset can be attributed to the 
established criteria for filtering the articles, which 
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include the similarity of article length and the variety 
of the newspaper sources. The underlying 
hypothesis of the proposed model is that word 
embedding effectively represents words in text as 
vectors. In contrast, some robust machine learning 
algorithms, such as the SVM algorithm, treat a word’s 
feature as a single numeric value. This algorithm 
demonstrates strong classification and regression 
results in various tasks, including NLP and computer 
visualization. The models developed in this study are 
based on these two hypotheses. A novel combination 
technique was proposed that merged word 
embedding methods with the SVM algorithm by 
converting the word vector into a single value. This 
model yields impressive results for Arabic text 
classification. To precisely evaluate the model’s 

performance, a benchmark model based on the basic 
TF-IDF technique was used. The proposed method 
exhibited superior accuracy compared to the basic 
TF-IDF technique for all the tested datasets, namely 
the title, body, and combined title and body datasets. 
Compared to the baseline results, the results for the 
title dataset ranged between +0.0447 and +0.1088, 
those for the text dataset ranged between +0.0014 
and +0.0268, and those for the combined dataset 
increased from +0.0061 to +0.0294. The results of 
our experiments indicated that the W2V SG word 
embedding model with a vector size of 300 exhibited 
the highest performance for text feature extraction. 
These results corroborate those obtained using the 
W2V SG model with most of the datasets in (Alayba 
and Palade, 2022). 

 
Table 5: A case study for error analysis using a combined dataset with both models (W2V SG 300 and fastText SG 300) of the 

mean technique 
The classifier 

model 
The input text 

Actual 
category 

Predicted 
category 

W2V SG 300 
Mean 

*Corona closes one of Rome's airports and limits the activities of the other Italy Rome 
Ciampino Airport, which normally receives low-cost flights, will close tomorrow, Friday,... 

Tourism Economy 

fastText SG 
300 Mean 

*Hamilton continues his winning streak and wins the Spanish Grand Prix. British driver 
Lewis Hamilton, the Mercedes driver, won the Spanish Grand Prix for the fourth time in 

the Formula One World Championship... 
Sport Car 

*: Original text was in Arabic; translated into English for publication 

 

Future work should consider certain 
transforming learning approaches such as the BERT 
model (Devlin et al., 2019), ELMo (Peters et al., 
2018), GPT2 (Radford et al., 2019), or XLNet (Yang et 
al., 2019). In addition, combining certain word 
embedding models should be explored for feature 
extraction. ALLaM model (Bari et al., 2024) is 
remarkable. 

List of abbreviations 

ALLaM Arabic large language model 
ANACD Arabic news article classification dataset 
ANAD Arabic news article dataset 

AraBERT 
Arabic bidirectional encoder representations 
from transformers 

BERT 
Bidirectional encoder representations from 
transformers 

BOW Bag of words 
CBOW Continuous bag of words 
CCA Corpus of contemporary Arabic 
CNN Convolutional neural network 
CNN-
LSTM 

Convolutional neural network–long short-
term memory 

CSV Comma-separated values 
ELMO Embeddings from language models 
FAIR Facebook AI research 
IATA International air transport association 
ICA International corpus of Arabic 
KNN K-nearest neighbors 
MAB Man and the biosphere 
MSA Modern standard Arabic 
NB Naïve Bayes 
NLP Natural language processing 
OSAC Open-source Arabic corpora 
SANAD Single-labeled Arabic news articles dataset 

SATCDM 
Superior Arabic text categorization deep 
model 

SGD Stochastic gradient descent 

SG Skip-gram 
SVM Support vector machine 
TF Term frequency 
TF-IDF Term frequency–inverse document frequency 
ULMFit Universal language model fine-tuning 

XLNet 
Generalized autoregressive pretraining for 
language understanding 

Data availability 

The generated datasets during the current study 
are available in the Mendeley Data repository at: 
https://data.mendeley.com/datasets/w8njshybth/1. 
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