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Recently, the improvement of network technology and the spread of digital 
documents have made the technology for automatically correcting English 
texts very important. In English language processing, finding and fixing 
mistakes in the meaning of words is a very interesting and important job. It is 
also important to fix wrong data in cleaning data. Usually, systems that find 
errors need the user to set up rules or statistical information. To build a good 
system for finding mistakes in meaning, it must be able to spot errors and 
odd details. Many things can make the meaning of a sentence unclear. 
Therefore, this study suggests using a system that finds semantic errors with 
the help of weighted federated machine learning (SED-WFML). This system 
also connects to the web ontology's classes and features that are important 
for the area of knowledge in natural language processing (NLP) text 
documents. This helps identify correct and incorrect sentences in the 
document, which can be used for many purposes like checking documents 
automatically, translating, and more. During its training and checking stages, 
the new model identified correct and incorrect sentences with an accuracy of 
95.6% and 94.8%, respectively, which is better than earlier methods. 
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1. Introduction 

*Semantic errors (SE) result in phonological 
correct words that make no sense or are nonsensical 
in context (McKinnon et al., 2018). Typically, writers 
make such mistakes due to ignorance or typos on the 
keyboard. An inexperienced writer may mix up the 
desired term with another with a similar spelling or 
sound. Once the writer's grasp of word meanings is 
shaky, he/she may select a word with a meaning that 
appears applicable but is actually erroneous 
(McCarthy et al., 2017). The following sentence 
provides two examples of spelling errors (SE) caused 
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by the writer's misunderstanding of the word 
"piece": "Can I have a peace/member (piece) of 
pizza?" 

In the first example, the writer incorrectly spells 
"piece" as "peace" because the two words sound 
alike. In the second example, the writer uses 
"member" instead, thinking it means the same as the 
intended word. In the case of "pizza," these mistakes 
are phonologically and syntactically correct but 
conceptually wrong. Spelling errors due to writing 
mistakes often involve using a word that looks 
similar to the correct one (for example, adding an 
extra letter or replacing one letter with another). For 
instance: "Ice cream and cookies are the best deserts 
(desserts)." 

In this case, deleting a letter results in the word 
"desert," which disrupts the text's cohesiveness. 
Currently, all writing editors include error detection 
(Ed) tools. All writing editors concentrate on 
phonological problems, and the correction 
recommendations are comparable to the suspect 
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word in letters/sounds. Syntactic problems are not 
always evident due to syntactic analyzer 
inadequacies, and current syntax repair tools are 
rare/poor. SE is completely undetected. In fact, 
dealing with such problems is more challenging. It 
necessitates knowledge beyond morphology and 
syntax. Natural language processing researchers are 
still working on detecting and fixing semantic 
mistakes. These are mistakes that result in words 
that are lexically correct but semantically erroneous 
(Zribi, 2023). The proposed model focuses on the 
detection of SE in English texts. Using the framework 
of the word to be checked, a method that combines 
several layers of Marvin Minsk’s thinking base model 
is presented. 

The leading edge of technology, Natural Language 
Processing (NLP), is altering how we interact with 
and comprehend human language. The identification 
and correction of semantic flaws in text is a crucial 
and frequently difficult component of the large field 
of natural language processing (NLP). Semantic 
errors happen when the meaning a piece of writing 
conveys does not match the intended message, 
which can cause misinterpretations, 
misunderstandings, and perhaps even unintended 
consequences. This branch of NLP focuses on 
spotting and fixing these imperceptible but 
significant mistakes that can significantly improve 
the caliber and clarity of written communication 
(Kamal and Himel, 2023). 

In recent years, WFML has become increasingly 
popular due to its ability to learn from limited, 
secure data while preserving privacy. Instead of 
relying on outdated methods like integrating data 
from different databases, FL permits the creation of 
an inclusive model on a simple server while still 

maintaining data confidentiality. By collaborating 
with multiple enterprises, WFML enables the 
construction of a master model utilizing trained data 
from assorted derivations without directly sending 
data. Many Machine Learning (ML) algorithms have 
been advanced using this approach to accurately 
predict SE in the text (Tabassum et al., 2021). 

WFML works successfully despite the fact that it 
does not share data because it is a smart ML 
algorithm. WFML performs effectively despite the 
fact that no data is given since it is a formidable ML 
technique (Khan et al., 2020). WFML uses ML models 
to increase data secrecy and safety, most notably to 
safeguard the FL process and data. The 
implementation of federated learning protects data 
privacy across different locations. To solve an ML 
problem with WFML, a collection of productions or 
hypothetical organizations work together under the 
supervision of a centralized server. Data is kept 
private during the training process. Unlike prior 
distributed learning approaches, which kept 
protected data on a sole server, contemporary 
distributed learning uses a standardized worldwide 
architecture that any organization can utilize 
(Ahmad et al., 2019; Alhaidari et al., 2021). The data 
is then used by each organization to create its own 
model. Each censer then transmits the data to the 
server utilizing the model's gradient of inaccuracy.  

The central server assembles all opinions from 
participants and, in addition, adjusts the inclusive 
model based on established standards. In other 
words, centers that report bad or unexpected 
outcomes may go unnoticed. This technique is used 
till the inclusive model is learned in a solo round of 
FL. Fig. 1 displays the entire FL design but with 
substantial variations (Abad et al., 2021). 

 

Database

Database

Database

System# 3

System# 2

System# 1
 

Fig. 1: Flow chart of the FML (Ali et al., 2023) 
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To enable quicker data dispensation and more 
bandwidth, in addition to data control, edge 
computing entails placing computer processing 
capabilities near the source of facts, which is 
recurrently an IoT device/sensor. By performing 
data processing at the network's edge (Fu et al., 
2023), edge computing diminishes the need for huge 
amounts of statistics to travel amid the servers, 
cloud services, and endpoints or edge locations for 
processing. Its goal is to make intelligent computing 
easier and to connect data sources and devices, 
especially in contemporary applications similar to 
data science and artificial intelligence. Edge 
computing's major goal is to bring data 
sources/devices nearer composed, resulting in 
increased application and device performance and 
efficiency (Ali et al., 2023; Oueida et al., 2018). 

This study explores the application of federated 
machine learning to achieve a particular objective, 
introducing a system called Semantic Error 
Detection driven by Weighted Federated Machine 
Learning (SEDWFML). The effectiveness of the 
proposed model is evaluated using various statistical 
measures, including accuracy, miss rate, recall, 
selectivity, and precision. 

2. Literature review 

Many studies have been conducted on 
philological and syntactic errors, but fewer studies 
have been conducted on SE, which are extra 
problematic to fix. Zribi (2023) introduced an 
innovative approach to address semantic errors 
within Arabic documents. This research focused on a 
methodology referred to as "Easy" meta-embedding, 
which was designed to identify and rectify semantic 
inaccuracies in text written in the Arabic language. In 
contrast, specific details of the methodology were 
not provided, and they hold significant potential for 
natural language processing and text analysis 
applications. It also indicated an attempt to improve 
the quality and accuracy of Arabic textual content by 
spontaneously detecting and modifying semantic 
errors, thus contributing to improved document 
comprehension and overall linguistic superiority in 
the Arabic language area. 

Semantically Enhanced Classification of Real-
world Tasks (SECRET) was a system developed by 
Akmandor et al. (2020) that combined the benefits of 
supervised ML in addition to NLP approaches into a 
single system. SECRET classified data by mixing 
semantic statistics in the docket with the existing 
data. SECRET produces up to 14.0 % accuracy in 
addition to 13.1 % F1 score gains when matched to 
regular supervised learning, according to 
experimental results. Furthermore, as compared to 
ensemble approaches, SECRET improves accuracy by 
12.7 percent and F1 score by 13.3 percent. This 
alludes to a new research avenue in supervised 
classification that incorporates semantic data. In 
Deng and Liu (2018), text mining tools were used to 
conduct a retrospective observational feasibility 
study based on ontologies. From June 2006 through 

June 2016, a corpus of social media material 
containing 13,757,900 Caring Bridge diary entries. 

According to Chen et al. (2023), the researchers 
have proposed the critical task of error detection in 
the context of text-to-SQL semantic analysis. While 
specifically addressed, a significant challenge in 
natural language processing involved converting 
natural language text into structured SQL queries for 
database interactions, and this process can be error-
prone. By developing techniques or algorithms for 
error detection in this domain, the research aimed to 
enhance the accuracy and reliability of such 
conversions. This work has the potential to improve 
the performance of natural language interfaces to 
databases, making it easier for users to interact with 
databases using everyday language and ultimately 
advancing the field of text-to-SQL semantic parsing. 

Yang and Huang (2023) have conducted a 
systematic review of existing studies in the field of 
Natural Language Processing (NLP) as it relates to 
aviation safety. The study investigated the 
applications and implications of NLP techniques in 
the aviation domain. While specifically exploring 
how NLP can be harnessed to improve aviation 
safety through the analysis of textual data, such as 
incident reports, maintenance logs, and 
communication transcripts. This systematic review 
shed light on the current state of research in this 
area and delivered insights into potential future 
directions. This review was valuable for advancing 
the utilization of NLP to enhance aviation safety 
measures and decision-making processes within the 
aviation industry. 

Fu et al. (2023) have developed an innovative 
approach using Mogrifier Long Short-Term Memory 
(LSTM) architecture and semantic representation to 
enhance the accuracy and effectiveness of identifying 
anomalies within log data. This proposed research 
signified an effort to improve the capabilities of 
anomaly detection within log data, which was critical 
for maintaining the reliability and security of various 
systems and services. The utilization of semantic 
representation suggested a focus on contextual 
understanding, potentially enabling the system to 
identify more subtle and complex anomalies. This 
research also embraced the promise of contributing 
to the development of more robust and sophisticated 
anomaly detection techniques within the field of 
services computing (Fu et al., 2023). 

This research presents a study that explores the 
use of federated learning for improving audio-
semantic communication. The authors proposed a 
new framework for audio semantic communication 
based on federated learning and evaluated its 
performance using a dataset of audio signals. The 
results show that the suggested framework outstrips 
traditional methods in terms of precision and 
efficiency, demonstrating the potential of FL for 
enhancing audio-semantic communication (Tong et 
al., 2021). 

In a study by Li et al. (2020), the team applied 
federated learning to the analysis of functional 
magnetic resonance imaging (fMRI) data from 
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different locations. This approach allowed for the 
analysis of fMRI data from various sites while 
ensuring the privacy of the individuals whose data 
was used. Additionally, they implemented domain 
adaptation methods to mitigate the discrepancies in 
fMRI data collected from different locations. The 
method they introduced significantly enhanced the 
precision of fMRI data analysis across various sites 
and upheld the privacy of the participants. This 
research was conducted using the ABIDE dataset, a 
common resource in the realm of fMRI analysis.  

This research presents a study that explores the 
use of a dictionary of literal paronyms for correcting 
semantic errors in natural language texts. The 
authors may have proposed a method to identify and 
correct semantic errors by utilizing a dictionary of 
words similar in sound or spelling but with different 
meanings. The viability of the suggested approach 
was likely evaluated on a corpus of natural language 
texts, and the results might substantiate the success 
of the suggested strategy in correcting semantic 
errors. The study may provide a useful contribution 
to the field of NLP and text analysis. 

In contrast to prior research, the propound model 
provides the purpose of information extraction in 
this study. The proposed Model internments the 
categorization of data based on its importance. 
Artificial Neural Network (ANN) is used to manage 

vast amounts of data and extract information 
quickly. In machine learning, the ANN approach to 
the classification of a huge dataset is particularly 
effective. It then plans a standard for retrieving 
information based on the major traits notorious for 
handling well-known issues. 

3. Limitation of previous work and our 
contribution 

Table 1 illustrates the comparative analysis 
between the present study and prior research in the 
same domain regarding Prediction, Decision-making, 
Techniques, and limitations. Previous work (Li et al., 
2020; Akmandor et al., 2020; Yang and Huang, 2023; 
Fu et al., 2023) have limits such as privacy issues, 
limited Semantic detection, research scope, and 
limited data availability,  

Main Contribution of Our Proposed System: 
 
 We applied a weighted federated learning machine 

to the dataset. 
 We Proposed an ANN-based system, SED-WEML. 
 The proposed system improves the accuracy of the 

system, which is 95.60%. 
 We achieved the optimum results by using the 

proposed system SED-WFML. 

 
Table 1: Limitation of the previously published works 

Reference Technique Concern Prediction Decision making 
Weighted federated 

learning 
Limitation 

Li et al. (2020) 
Privacy-preserving 
federated learning 

Multi-site fMRI 
analysis 

Yes No No Privacy constraints 

Akmandor et al. 
(2020) 

Semantically 
enhanced 

classification 

Real-world task 
classification 

Yes No No 
Limited semantic 

coverage 

Yang and Huang 
(2023) 

Natural language 
processing (NLP) 

Aviation safety 
research 

Yes No No Lack of research scop 

Fu et al. (2023) 
Log anomaly 

detection 
Semantic 

representation 
Yes No No 

Limited data 
availability 

Proposed model 
Weighted federated 

learning 
Semantic error 

detection 
Yes Yes Yes 

Transparency  may  be 
integrated using 

explainable AI 

 

4. Materials and methods 

FL is a method of training ML models with 
sensitive data that is dispersed across different 
locations or organizations. In this approach, a 
common, inclusive model is trained on a central 
server, but the data remains on the participating 
organizations' servers. During the training process, 
the server receives feedback from each organization 
in the form of error gradients, which are used to 
update the global model. No actual data is 
exchanged, preserving data privacy and localization. 
This process is repeated until the model has reached 
the desired level of accuracy, with each cycle forming 
a federated learning cycle. 

The SED-WFML model shown in Fig. 2 is designed 
to identify mistakes in meaning using different 
sources of data like sensors and devices that detect 
text. During the training stage, two types of ANN 

methods, Levenberg-Marquardt (LM) and Bayesian 
Regularization (BR), are used, one at a time. It also 
checks how well they work by looking at their 
accuracy, precision, sensitivity, and ability to 
distinguish between different cases. If the results are 
not good enough, the models are trained again. If the 
results are good, the models are combined to create 
a unified model. This unified model's performance is 
then checked. If it meets the required standards, it is 
saved in the cloud. If not, it needs to be trained again. 

The aim of using different methods on the client 
side is to gather data and decide on the best weights 
to use on the server side. The data is split into 70% 
for training and 30% for validation, and both steps 
are carried out at the same time. The learned models 
then send the weights to the server, where FML is 
applied to SED. FML offers better accuracy and 
enhanced data security, making it a useful choice. 
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Fig. 2: Proposed model for semantic error detection 

 

The input features are denoted by [𝑠1,𝑠2, 𝑠3, . . . 
𝑠3], where t, f, and k represent the starting point of 
each layer element. 𝑐1 and 𝑐2 represent the bias 
created for each layer. Weights between the input in 
addition hidden layers are signified by 𝑎𝑓,𝑡, and 

weights among the hidden plus output layers are 
denoted by 𝑏𝑓,𝑛.  

The entire quantity of variables in every input, 
hidden, and output layer is given by n, k, and g, 
representing the length, width, and height of each 
layer, respectively. Eq. 1 (Bibi et al., 2021) is used to 
determine the result at every single neuron of the 
hidden layer, where 𝑤     𝑓

𝑐𝑙𝑖  pertains to the result of the 

𝑖𝑡ℎ client 𝑐𝑙𝑖 of the 𝑓𝑡ℎ hidden neuron. 
 

𝑤     𝑓
𝑐𝑙𝑖 =

1

1+𝑒
−(𝑏1+∑ (𝑎    𝑡,𝑓

𝑐𝑙𝑖 ∗𝑠𝑡))𝑛
𝑡=1

 Where 1 ≤ f ≤ k.                           (1) 

 

Correspondingly, 𝑥     𝑛
𝑐𝑙𝑖  denotes the results at the 

output stage at the nth neuron in Eq. 2 (Ali et al., 
2023). 

 

𝑥     𝑛
𝑐𝑙𝑖 =

1

1+𝑒
−(𝑏2+∑ (𝑏    𝑓,𝑛

𝑐𝑙𝑖 ∗𝑤     𝑓
𝑐𝑙𝑖 )𝑘

   𝑛=1
 𝑤ℎ𝑒𝑟𝑒 1 ≤  𝑛 ≤  𝑔             (2) 

𝐹𝑐𝑙𝑖 =
1

2
∑ 2𝑛(𝛽     𝑛

𝑐𝑙𝑖 − 𝑥     𝑛
𝑐𝑙𝑖 ) .                                                            (3) 

 

In Eq. 3 (Khan et al., 2020), 𝐹𝑐𝑙𝑖 represents the 𝑖𝑡ℎ 
client error, while 𝛽     𝑛

𝑐𝑙𝑖  and 𝑥     𝑛
𝑐𝑙𝑖   signify the expected 

and anticipated outputs, respectively. 
Eq. 4 (Ali et al., 2023; Rehman et al., 2020) 

expresses the weight variation for the output layer 
as: 
 

∆𝐴 ∝ −
𝜕𝐹𝑐𝑙𝑖

𝜕𝐴𝑐𝑙𝑖
                                                                                     (4) 

∆𝐵 ∝ −
𝜕𝐹𝑐𝑙𝑖

𝜕𝐵𝑐𝑙𝑖
                                                                                    (5) 
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∆𝑏  𝑓,𝑛
𝑐𝑙𝑖 ∝ −

𝜕𝐹𝑐𝑙𝑖

𝜕𝑏  𝑓,𝑛
𝑐𝑙𝑖                                                                              (6) 

∆𝑎  𝑓,𝑡
𝑐𝑙𝑖 ∝ −

𝜕𝐹𝑐𝑙𝑖

𝜕𝑎  𝑡,𝑓
𝑐𝑙𝑖 .                                                                             (7) 

 

The above equation can be expressed using the 
chain rule method as: 

∆𝑏  𝑓,𝑛
𝑐𝑙𝑖 = −ζ

𝜕𝐹𝑐𝑙𝑖

𝜕𝑥   𝑛
𝑐𝑙𝑖 ×

𝜕𝑥   𝑛
𝑐𝑙𝑖

𝜕𝑏  𝑓,𝑛
𝑐𝑙𝑖                                                               (8) 

 

where, ζ denotes the constant. By substituting the 
variables in Eq. 5, the change of weight is calculated 
as Eq. 6. 
 

𝛥𝑏  𝑓,𝑛
𝑐𝑙𝑖 = 𝜁(𝛽  𝑛

𝑐𝑙𝑖 − 𝑥  𝑛
𝑐𝑙𝑖) × 𝑥   𝑛

𝑐𝑙𝑖(1 − 𝑥  𝑛
𝑐𝑙𝑖)𝑤   𝑓

𝑐𝑙𝑖                   (9) 

∆𝑏  𝑓,𝑛
𝑐𝑙𝑖 = ζλ   𝑛

𝑐𝑙𝑖 𝑤   𝑓
𝑐𝑙𝑖                                                                        (10) 

 

where, 
 
 λ   𝑛

𝑐𝑙𝑖 = (𝛽   𝑛
𝑐𝑙𝑖 − 𝑥   𝑛

𝑐𝑙𝑖) × 𝑥   𝑛
𝑐𝑙𝑖(1 − 𝑥   𝑛

𝑐𝑙𝑖).                              (11) 
 

Updating input and hidden weights and 
employing the chain rule. 
 

∆𝑎  𝑓,𝑡
𝑐𝑙𝑖 ∝ − [∑

𝜕𝐹𝑐𝑙𝑖

𝜕𝑥   𝑛
𝑐𝑙𝑖𝑛 ×

𝜕𝑥   𝑛
𝑐𝑙𝑖

𝜕𝑤  𝑓
𝑐𝑙𝑖] ×

𝜕𝑤  𝑓
𝑐𝑙𝑖

𝜕𝑎t,f
𝑐𝑙𝑖 ∆𝑎  𝑓,𝑡

𝑐𝑙𝑖 = − [∑
𝜕𝐹𝑐𝑙𝑖

𝜕𝑥   𝑛
𝑐𝑙𝑖𝑛 ×

𝜕𝑥   𝑛
𝑐𝑙𝑖

𝜕𝑤  𝑓
𝑐𝑙𝑖] ×

𝜕𝑤  𝑓
𝑐𝑙𝑖

𝜕𝑎t,f
𝑐𝑙𝑖                                                                                   (12) 

𝛥𝑎𝑡,𝑓
𝑐𝑙𝑖 = 𝜁 ∑𝑛 (𝛽𝑛

𝑐𝑙𝑖 − 𝓍𝑛
𝑐𝑙𝑖) × 𝓍𝑛

𝑐𝑙𝑖(1 − 𝓍𝑛
𝑐𝑙𝑖) ×

(𝑏𝑓,𝑛
𝑐𝑙𝑖 ) × 𝑤𝑓

𝑐𝑙𝑖(1 − 𝑤𝑓
𝑐𝑙𝑖) × 𝑠𝑡                                              (13) 

𝛥𝑎  𝑡,𝑓
𝑐𝑙𝑖 = 𝜁(∑ 𝜆  𝑛

𝑐𝑙𝑖
𝑛 ∗ 𝑏  𝑓,𝑛

𝑐𝑙𝑖 ) × 𝑤   𝑓
𝑐𝑙𝑖(1 − 𝑤   𝑓

𝑐𝑙𝑖) × 𝑠𝑡 .          (14) 

 

It can be represented as follows after being 
simplified: 
 

𝛥𝑎  𝑡,𝑓
𝑐𝑙𝑖 = 𝜁𝑎   𝑓

𝑐𝑙𝑖 × 𝑠𝑡                                                                       (15) 

 

where, 
 

𝑎   𝑓
𝑐𝑙𝑖 = 𝜁(∑ 𝜆  𝑛

𝑐𝑙𝑖
𝑛 ∗ 𝑏  𝑓,𝑛

𝑐𝑙𝑖 ) × 𝑤  𝑓
𝑐𝑙𝑖(1 − 𝑤  𝑓

𝑐𝑙𝑖)                           (16) 

𝑏  𝑓,𝑛
𝑐𝑙𝑖 (𝑑 + 1) = 𝑏  𝑓,𝑛

𝑐𝑙𝑖 (𝑑) + 𝒦𝛥𝑏  𝑓,𝑛
𝑐𝑙𝑖 .                                       (17) 

 

Eq. 17 utilizes changing of weights in output and 
hidden layers (Gutierrez et al., 2017). Eq. 18 is 
applied in adjusting weights in input as well as 
hidden layers (Ali et al., 2023; Rehman et al., 2020). 
 

𝑎t,𝑓
𝑐𝑙𝑖(𝑑 + 1) = 𝑎   𝑡,𝑓

𝑐𝑙𝑖 (𝑑) + 𝒦𝛥𝑎   𝑡,𝑓
𝑐𝑙𝑖                                          (18) 

4.1. Proposed 𝒊𝒕𝒉 client ML algorithm 

Table 2 displays the pseudo-code of the proposed 
MLA that is implemented at the 𝑖𝑡ℎ client. 

4.2. Transfer weights  

The weights are subsequently transmitted to the 
FL server. To ensure the security of the system, these 
weights can be encoded prior to transmission.  

4.3. FL server 

Every client is sending its optimized weight 
(𝐴𝑆𝐸1,

𝑐𝑙𝑖 𝐵𝑆𝐸0
𝑐𝑙𝑖 ) to the server federation. In this study, 

every client is trained using the proposed federated 
machine learning techniques, and the upgrade 
weights for the LM and BR algorithms are provided 
in Eqs. 19 to 20, respectively (Siddiqui et al., 2022). 

 
Table 2: Proposed 𝑖𝑡ℎ client ML pseudo code 

Client Training Algorithm (𝑑, 𝐴𝑆𝐸1,
𝑐𝑙𝑖 𝐵𝑆𝐸0

𝑐𝑙𝑖 ) 

1. Starting 
2. Local data is divided into compact groups of size Cs 
3. Starting with Input and hidden layer weights ((𝐴𝑆𝐸1,

𝑐𝑙𝑖 𝐵𝑆𝐸0
𝑐𝑙𝑖 )), 𝐹𝑐𝑙𝑖 = 0, 

epochs d = 0 
4. for each compact group (Cs) 
i. Using feed-forward phase to  
a. Compute 𝑤     𝑓

𝑐𝑙𝑖   using Eq. 1 

b. Compute estimated output (𝑥     𝑛
𝑐𝑙𝑖 ) using Eq. 2 

ii. Compute the Error values (𝐹𝑐𝑙𝑖  using Eq. 3) 
iii. Weights updating phase 
a. Compute ∆𝑏𝑓,𝑛

𝑐𝑙𝑖  using Eq. 10 

b. Compute ∆𝑎𝑓,𝑡
𝑐𝑙𝑖using Eq. 15 

c. Adjust the weights between hidden and output layers 𝑏𝑓,𝑛
𝑐𝑙𝑖   (d + 1) 

with Eq. 17           
d. Adjusting weights in input and hidden layers 𝑎𝑓,𝑡

𝑐𝑙𝑖 (d + 1)   with Eq. 

18 
if terminating norms do not complete, then 
Repeat step 4 
else, repeat step 5 
5. Returning the optimal weights (𝐴𝑆𝐸1,

𝑐𝑙𝑖 𝐵𝑆𝐸0
𝑐𝑙𝑖 ) to Federated Server 

End 

 

𝐴SE1 (𝐴𝑁𝑁)=
𝑐𝑙1 (

𝑎11 
1   ⋯ 𝑎1𝑐𝑛

1

 ⋮   ⋱ ⋮
𝑎𝑟𝑚1

1  ⋯ 𝑎𝑟𝑚𝑐𝑛

1
)

𝑑1∗𝑑2

                                      (19) 

𝐴SE1 (𝑆𝑉𝑀)=
𝑐𝑙2 (

𝑎11 
2   ⋯ 𝑎1𝑐𝑛

2

 ⋮   ⋱ ⋮
𝑎𝑟𝑚1

2  ⋯ 𝑎𝑟𝑚𝑐𝑛

2
)

𝑑3∗𝑑4

                                       (20) 

 

The integrated optimized weights for the server 
federation, from the input and hidden layer, can be 
expressed using Eq. 21, where 𝐴SE1 

𝑛 (FS) indicates the 
weighted average of all nearby trained clients. 
 

𝐴SE1 (𝐹𝑆)=
𝑛 2𝐴SE1 (𝐿𝑀)

𝑐𝑙1 +𝐴SE1 (𝐵𝑅)
𝑐𝑙2                                                 (21) 

 

The aggregation process encounters an issue due 
to the additive property of matrices, as the matrices 
being added must have consistent dimensions. As 
evident from Eq. 21, the locally proficient matrices 
cannot be added directly as they have different 
proportions. To address this issue, the proportions 
of all relevant matrices need to be standardized. This 
is achieved by concatenating a zero matrix with each 
matrix where necessary. To determine the 
appropriate size of the zero matrices, Eq. 22 is used 
to calculate the maximum number of rows across all 
locally proficient clients (Ali et al., 2023). 
 
Ma𝓍r−SE1 = 𝓂𝒶𝓍𝑓0(d1, d3)                                                   (22) 
 

Similarly, we employ Eq. 22 to determine the 
maximum number of columns from all locally 
trained clients (Eq. 23). 
 
Ma𝓍c−SE1 = 𝓂𝒶𝓍𝑓0(d2, d4)                                                   (23) 
 

The following is the process for embedding a zero 
matrix with each ideal weight matrix: The symbols 
𝑍𝑀𝐿𝑀, and 𝑍𝑀𝐵𝑅  in Eqs. 24-25 indicate the zero 
matrices for the LM and BR algorithms 
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correspondingly. This will yield a matrix of 0, which 
will be mixed with the ideal weight matrix (Yang and 
Huang, 2023). 

Each locally trained model weight will be 
horizontally concatenated with these zero matrices. 
 
𝑍𝑀𝑆𝐸1−𝐿𝑀 = 𝓏ℯ𝓇ℴ𝓈(𝑀𝑎𝑥𝑟−𝑆𝐸1 , 𝑀𝑎𝑥𝑐−𝑆𝐸1 − 𝑑2)           (24) 
𝑍𝑀𝑆𝐸1−BR = 𝓏ℯ𝓇ℴ𝓈(𝑀𝑎𝑥𝑟−𝑆𝐸1 , 𝑀𝑎𝑥𝑐−𝑆𝐸1 − 𝑑4)            (25) 
 

The horizontal concatenation is given in Eqs. 26–
27: 
 

𝐴𝑆𝐸1−𝐿𝑀 = ℎ𝑜𝑟𝑐𝑎𝑡(𝑍𝑀𝐿𝑀, 𝑎𝑆𝐸1(𝐿𝑀))                                (26) 

𝐴𝑆𝐸1−𝐿𝑀 = ℎ𝑜𝑟𝑐𝑎𝑡(𝑍𝑀𝐵𝑅 , 𝑎𝑆𝐸1(𝐵𝑅)).                                (27) 

 

In Eqs. 26-27, 𝐴𝑆𝐸1−𝐴𝑁𝑁 and 𝐴𝑆𝐸1−𝑆𝑉𝑀have similar 
dimensions; therefore, now, these matrices can be 
aggregated collectively. To attain the server 
federation or global model, we utilize Eq. 28. 

𝐴𝑆𝐸1−𝐴𝑁𝑁 and 𝐴𝑆𝐸1−𝑆𝑉𝑀 have the same dimensions 
in Eqs. 26-27, so these matrices can now be 
aggregated to each other. Eq. 28 is used to gain the 
federated server otherwise global model.  
 
𝐴𝑆𝐸1−𝐹𝑆 = 2𝐴𝑆𝐸1−𝐿𝑀 + 𝐴𝑆𝐸1−𝐵𝑅 .                                            (28) 
 

𝐴𝑆𝐸1−𝐹𝑆 in Eq. 28 reflects the optimal federated 
weights between the insertion and invisible layers. 
Based on their performance, the locally taught 
clients are assigned different scaling factors. 

4.4. Optimal weights of invisible output layer 

The optimal weights of the invisible layer to the 
output layer for LM a, like the insertion layer to the 
invisible layer, may be described using Eqs. 29-30. 
 

𝐵SE0 (𝐹𝑆)=
𝑐𝑙𝑖 2𝐵SE0 (𝐿𝑀)

𝑐𝑙1 +𝐵SE0 (𝐵𝑅)
𝑐𝑙2                                                 (31) 

𝐵SE0 (𝐿𝑀)=
𝑐𝑙1 (

𝑏11 
1   ⋯ 𝑏1𝑐𝑛

1

 ⋮   ⋱ ⋮
𝑏𝑟𝑚1

1  ⋯ 𝑏𝑟𝑚𝑐𝑛

1
)

𝑑5∗𝑑6

                                         (29) 

𝐵SE0 (𝐵𝑅)=
𝑐𝑙2 (

𝑏11 
2   ⋯ 𝑏1𝑐𝑛

2

 ⋮   ⋱ ⋮
𝑏𝑟𝑚1

2  ⋯ 𝑏𝑟𝑚𝑐𝑛

2
)

𝑑7∗𝑑8

                                          (30) 

𝐵SE0 (𝐹𝑆)=
𝑐𝑙𝑖 2𝐵SE0 (𝐿𝑀)

𝑐𝑙1 +𝐵SE0 (𝐵𝑅)
𝑐𝑙2 .                                               (31) 

 

The federated weights can be gotten utilizing Eq. 
31; however, this fusion suffers from dimension 
inconsistency. To verify that the dimensions of all 
client weight matrices are constant, the same 
approach used for embedding the 0- matrix by 
means of each ideal weight matrix will be applied. 
 
Ma𝓍r−SE0 = 𝓂𝒶𝓍(d5, d7)                                                       (32) 
Ma𝓍c−SE0 = 𝓂𝒶𝓍(d6, d8)                                                       (33) 
𝑍𝑀𝑆𝐸0−𝐿𝑀 = 𝓏ℯ𝓇ℴ𝓈(𝑀𝑎𝑥𝑟−𝑆𝐸0 , 𝑀𝑎𝑥𝑐−𝑆𝐸0 − 𝑑2)           (34) 
𝑍𝑀𝑆𝐸0−BR = 𝓏ℯ𝓇ℴ𝓈(𝑀𝑎𝑥𝑟−𝑆𝐸0 , 𝑀𝑎𝑥𝑐−𝑆𝐸0 − 𝑑4)            (35) 

𝐵𝑆𝐸0−𝐿𝑀 = ℎ𝑜𝑟𝑐𝑎𝑡(𝑍𝑀𝐿𝑀, 𝑏𝑆𝐸0(𝐿𝑀))                                   (36) 

𝐵𝑆𝐸0−𝐵𝑅 = ℎ𝑜𝑟𝑐𝑎𝑡(𝑍𝑀𝐵𝑅 , 𝑏𝑆𝐸0(𝐵𝑅))                                    (37) 

𝐵𝑆𝐸0−𝐹𝑆 = 2𝐵𝑆𝐸0−𝐿𝑀 + 𝐵𝑆𝐸0−𝐵𝑅 .                                            (38) 
 

In Eq. 38, 𝐵𝑆𝐸0−𝐹𝑆 the optimal federated weights 
of the invisible layer towards the output layer are 
represented. Based on their performance, the locally 

explained clients are assigned different scaling 
factors. 

4.5. Pseudo code for the proposed WFML 
algorithm 

Table 3 displays the server-side pseudo-code for 
the proposed WFML Algorithm. 

 
Table 3: Proposed WFML algorithm pseudo code 

1. Starting 
2. Load weights (𝐴𝑆𝐸1−𝐹𝑆,  𝐵𝑆𝐸0−𝐹𝑆) 
3. For each cycle Do 
for each client Do 

[𝐴𝑆𝐸1,
𝑐𝑙𝑖 𝐵𝑆𝐸0

𝑐𝑙𝑖 ] = Client (𝑑, 𝐴𝑆𝐸1,
𝑐𝑙𝑖 𝐵𝑆𝐸0

𝑐𝑙𝑖 ) 

End 
End 
4. Calculate 𝐵𝑆𝐸0−𝐹𝑆 using Eq. 38 
5. Calculate 𝐴𝑆𝐸1−𝐹𝑆 using Eq. 28 
6. Unknown data sample estimation 
a. for I = No. of Samples 

i. Calculate 𝑤     𝑓
𝐹𝑆 =

1

1+e
−(b1+∑ (a    t,f

cli ∗st))n
t=1

 Where 1 ≤ f ≤ k 

ii. Calculate 𝑥     𝑛
𝐹𝑆 =

1

1+e
−(b2+∑ (b    f,n

cli ∗𝑤     𝑓
𝑐𝑙𝑖 )k

   n=1
 𝑤ℎ𝑒𝑟𝑒 1 ≤  𝑛 ≤  𝑔 

iii. Calculate error 𝐹𝐹𝑆 =
1

2
∑ (𝛽     𝑛

𝐹𝑆 − 𝑥     𝑛
𝐹𝑆 )2𝑔

𝑛=1  

7. Stop 

5. Results 

In order to evaluate the performance of the 
proposed SED-WFML model, a MATLAB simulation 
was conducted using a dataset that contained 70% of 
the samples for training and 30% for validation. To 
assess the effectiveness of the model, various 
statistical parameters were considered, including 
accuracy, misclassification rate (MCR), selectivity, 
recall, precision, false positive rate, false omission 
rate (FOR), false discovery rate (FDR), and F1 score 
(Khan et al., 2020). 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑐𝑦 =

𝑜𝑠𝑖
𝑙𝑠𝑖

+
𝑜𝑠𝑘
𝑙𝑠𝑘

𝑜𝑠𝑖
𝑙𝑠𝑖

+
∑𝑛

𝑗=1 (𝑜𝑠𝑗,𝑗≠𝑖

𝑙𝑠𝑗
+

𝑜𝑠𝑘
𝑙𝑠𝑘

+
∑ (𝑜𝑠𝑙,𝑙≠𝑘

𝑛

𝑙=1
𝑙𝑠𝑘

, 𝑤ℎ𝑒𝑟𝑒 𝑖/𝑗/𝑘/𝑙 =

1,2,3, . . . , 𝑛                                                                                     (39) 

𝑀𝑖𝑠𝑠 𝑟𝑎𝑡𝑒 =

∑ (𝑜𝑠𝑙,𝑙≠𝑘

𝑛

𝑙=1
𝑙𝑠𝑘

∑ (𝑜𝑠𝑙,𝑙≠𝑘

𝑛

𝑙=1
𝑙𝑠𝑘

+
𝑜𝑠𝑖
𝑙𝑠𝑖

, 𝑤ℎ𝑒𝑟𝑒 𝑖/𝑘/𝑙 = 1,2,3, . . . , 𝑛  (40) 

True positive rate/Recall =

osi
lsi

osi
lsi

+
∑ (osl,l≠k

n

l=1
lsk

, where i/k/l =

1,2,3, . . . , n                                                                                     (41) 
𝑇𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑟𝑎𝑡𝑒/𝑆𝑒𝑙𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦 =

𝑜𝑠𝑘
𝑙𝑠𝑘

𝑜𝑠𝑘
𝑙𝑠𝑘

+
∑ (𝑜𝑠𝑗,𝑗≠𝑖

𝑛

𝑗=1

𝑙𝑠𝑗

, 𝑤ℎ𝑒𝑟𝑒 𝑗/𝑘 = 1,2,3, . . . , 𝑛                               (42) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =

𝑜𝑠𝑖
𝑙𝑠𝑖

𝑜𝑠𝑖
𝑙𝑠𝑖

+
∑ (𝑜𝑠𝑗,𝑗≠𝑖

𝑛

𝑗=1

𝑙𝑠𝑗

, 𝑤ℎ𝑒𝑟𝑒 𝑖/𝑗 = 1,2,3, . . . , 𝑛       (43) 

False Ommission Rate =

∑ (osl,l≠k

n

l=1
lsk

∑ (osl,l≠k

n

l=1
lsk

+
osk
lsk

, where k/l =

1,2,3, . . . , n                                                                                     (44) 
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False Discovery Rate =

∑ (osj,j≠i

n

j=1

lsk

osi
lsi

+
∑ (osj,j≠i

n

j=1

lsj

, where i/j =

1,2,3, . . . , n                                                                                     (45) 

F1 Score = 2 × Precision ×
Recall

Precision+Recall
, where

i

j
=

1,2,3, . . . , n      (Hu et al., 2021)                                                (46) 
 

Table 4 presents a Semantic error detection 
model that uses machine learning techniques during 
the training phase, specifically ANN-LM. The training 
dataset consisted of 139 samples, with 78 positive 
samples and 61 negative samples. During the 
evaluation, the model predicted 74 samples as 
positive, indicating the presence of SE, while 
incorrectly predicting four samples as negative, 
indicating no SE. For the negative samples, which 
indicate no SE, the model predicted 59 samples 
correctly as negative, but two samples were 
imprecisely predicted as positive, representing the 
presence of SE. 

 
Table 4: Training of proposed semantic error model using 

the ML technique (ANN-LM) 
Proposed model training 

Input 

Total samples (139) Output 

Expected output 
Predicted 
positive 

Predicted 
negative 

78 Positive 
TP FN 
74 4 

61 Negative 
FP TN 
2 59 

 

Table 5 displays a Semantic error detection 
model that employs machine learning techniques, 
specifically ANN-LM, during the validation phase. 
The validation dataset included 58 samples, with 28 
positive samples and 30 negative samples. The 
evaluation results show that the model accurately 
predicted 26 positive samples, indicating the 
presence of Semantic Error, but incorrectly 
predicted 02 samples as negative, indicating no SE. 
For the negative samples, which represent no traffic 
routing, the model predicted 29 samples correctly as 
negative, indicating no SE, but imprecisely predicted 
01 samples as positive, demonstrating the 
occurrence of SE. 

 
Table 5: Validation of the proposed semantic error model 

using the ML technique (ANN-LM) 
Proposed model validation 

Input 

Total samples (58) Output 

Expected output 
Predicted 
positive 

Predicted 
negative 

30 Positive 
TP FN 
28 2 

28 Negative 
FP TN 
1 27 

 

Table 6 presents a Semantic error detection 
model that uses machine learning techniques during 
the training phase, specifically ANN. The training 
dataset consisted of 139 samples, with 78 positive 
samples and 61 negative samples. During the 
evaluation, the model predicted 73 samples as 
positive, indicating the presence of SE, while 
incorrectly predicting five samples as negative, 

indicating no SE. For the negative samples, which 
indicate no SE, the model predicted 57 samples 
correctly as negative, but four samples were 
inaccurately predicted as positive, indicating the 
presence (Ali et al., 2023) of SE. 

 
Table 6: Training of proposed semantic error model using 

the ML technique (ANN-BR) 
Proposed model training 

Input 

Total samples (139) Output 

Expected output 
Predicted 
positive 

Predicted 
negative 

78 Positive 
TP FN 
71 7 

61 Negative 
FP TN 
4 57 

 

Table 7 displays a Semantic error detection 
model that employs ML techniques, specifically BR, 
during the validation phase. The validation dataset 
included 58 samples, with 28 positive samples and 
30 negative samples. The evaluation results show 
that the model accurately predicted 26 positive 
samples, indicating the presence of SE, but 
incorrectly predicted 02 samples as negative, 
indicating no SE. For the negative samples, which 
represent no traffic routing, the model predicted 28 
samples correctly as negative, indicating no SE, but 
inaccurately predicted 02 samples as positive, 
indicating the presence of SE. 

 
Table 7: Validation of the proposed semantic error model 

using the ML technique (ANN-BR) 
Proposed model validation 

Input 

Total samples (58) Output 

Expected output 
Predicted 
positive 

Predicted 
negative 

26 Positive 
TP FN 
24 2 

32 Negative 
FP TN 
4 28 

 

Table 8 and Fig. 3 present the performance of the 
proposed Semantic Error Detection model using 
machine learning techniques in both the training and 
validation phases, using both the LM and BR 
approaches. The results display that the proposed 
model using the ANN-LM approach achieved an 
accuracy of 95.6%, 93.5%, 93.4%, 4.4%, and 94.08% 
in the training phase, and 94.8%, 92.8%, 93.3%, 
5.2%, and 92.8% in the validation phase, in terms of 
sensitivity (True Positive Rate), specificity (True 
Negative Rate), miss rate (False Negative Rate), and 
precision (Positive Predictive Value), respectively. 
Furthermore, the proposed model achieved a False 
Positive Rate (FPR) of 6.557, 14.609, 14.593, and 
91.9%, and a Likelihood Positive Ratio (LR+ve), 
Likelihood Negative Ratio (LR-ve), and Negative 
Predictive Value (NPV) of 6.665, 13.071, 13.140, and 
93.3% in the training and validation phases, 
respectively. 

This specifies that the proposed model applying 
the BR approach delivers 92.09%, 96.1%, 96.7%, 
7.91%, and 97.49% within the training and provides 
89.6%, 92.81%, 96.67%, 10.4%, and 96.3% within 
the validation, in terms of accuracy, TPR expressed 
as sensitivity, TNR expressed as specificity, FNR 
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expressed as miss rate, and PPV expressed as 
precision, respectively. In addition, more statistical 
measures of the proposed model are providing 
3.278, 25.448, 25.448, and 95.2% within the training, 

and 3.333, 13.071, 13.606, and 93.5% within the 
validation in terms of fall-out, Likelihood LR+ve, 
Likelihood LR-ve, and NPV, respectively. 

 
Table 8: Performance assessment of the proposed semantic error detection model using ML techniques in training and 

validation using various statistical methods 

  
Accuracy 

(%) 
Sensitivity 

TPR (%) 
Specificity 

TNR (%) 
Miss-Rate 
FNR (%) 

Fall-out 
FPR (%) 

LR +ve LR -ve 
PPV (Precision) 

(%) 
NPV 
(%) 

ANN-LM 
Training 95.6 93.5 93.4 4.4 6.557 14.609 14.593 94.8 91.9 

Validation 94.8 92.8 93.3 5.2 6.665 13.071 13.140 92.8 93.3 

ANN-BR 
Training 92.09 96.1 96.7 7.91 3.278 25.448 25.448 97.49 95.2 

Validation 89.6 92.81 96.67 10.4 3.333 13.071 13.606 96.3 93.5 

 

 
Fig. 3: Statistical parameters of proposed model SED-WFL 

 

As demonstrated in Fig. 4, the model presented in 
this study achieved a remarkable overall accuracy of 
95.60% with a minimal misclassification rate (MCR) 
of only 4.40%. However, future studies could look 
into using different machine learning techniques to 

improve the model's performance. On the server 
side, for example, support vector machine (SVM), 
deep extreme ML, and particle swarm optimization 
can be used to increase accuracy. 

 

 
Fig. 4: The total accuracy and MCR of the proposed SEDWFML model for semantic error detection 

 

Table 9 compares the current study to earlier 
research on the same topic. The results show that 
the suggested SED-WFML model's accuracy is 
compatible with prior research findings. Table 9 
gives a brief introduction to several error detection 

models, their corresponding approaches, and the 
claimed accuracies, enabling them to evaluate and 
assess the merits of various error detection 
strategies. 
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Table 9: Comparison of the previous studies with the proposed model. 
Authors Error detection model Techniques Accuracy 

Gutierrez et al. (2017) Semantic error detection Information extraction 94.7% 
Jianbin et al. (2021) Grammar error detection Machine learning 89% 
Lanzhi et al. (2022) Automatic error detection Deep neural network 92.5% 

Proposed model Semantic error detection Weighted federated machine learning 95.60% 

 

6. Conclusions 

The increasing need for automatic error detection 
technology for English text, specifically in detecting 
semantic errors, which is a challenging and essential 
task in English language processing. The study 
proposes a Semantic Error detection System 
empowered with Weighted Federated ML (SED-
WFML), which overcomes the limitations of 
traditional error detection systems that require 
user-provided input configurations such as rules or 
statistical parameters. The SED-WFML model utilizes 
a web ontology for a knowledge domain relevant to 
the natural language text document, creating a link 
between the classes and characteristics of the 
ontology and the document's semantic correctness. 
The proposed model's matching algorithm detects 
semantically correct and erroneous sentences in a 
document, enabling a range of applications such as 
automated document verification and translation. 
The accuracy of the suggested model during the 
training and validation phases is high using ANN-LM 
and ANN-BR techniques, with a detection accuracy of 
95.6%, 94.8%, 92.08%, and 89.6%, respectively, 
surpassing previous techniques. The overall 
accuracy of the Semantic Error Detection System 
empowered with Weighted Federated Machine 
Learning (SED-WFML) is 95.6%, and the Miss 
Classification rate is 4.40%. The results show that 
the Semantic Error Detection System, which is 
empowered with Weighted Federated Machine 
Learning (SED-WFML), is better than the previous 
studies, which overcomes the limitations of 
traditional error detection systems. The model's 
accuracy during the training and validation phases is 
promising, highlighting its potential for various 
natural language processing applications. 
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